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## Preface

The question of how the delicate pitch variations that humans can produce are employed in language has been one of the most fascinating topics in phonological and phonetic research at least since Joshua Steele's Essay towards establishing the Melody and Measure of Speech (Steele 1775), but has developed a particularly fruitful momentum in the past two decades. This book is an account of my current understanding of this issue.

Lexical pitch variations and intonational pitch variations are phonologically represented as tones, like $\mathrm{H}(\mathrm{igh})$ and $\mathrm{L}(\mathrm{ow})$, which form a string of elements running parallel to the string of vowels and consonants. Like vowels and consonants, tones may delete, assimilate, or change their value in particular contexts. They are organized temporally with reference to prosodic constituents, such as the mora, the phonological phrase, and the intonational phrase. Studying the phonology of tone and intonation can sharpen one's understanding of phonetics and phonology in a relatively brief time. The greater variation in the realization of tones, together with their relative sparsity compared with the denser occurrence of vowels and consonants, encourages a comprehensive view of the trajectory from underlying representation to phonetic surface form. As a result, the difference between phonology and phonetics as well as that between underlying phonology and surface phonology can more readily be appreciated.

The theory of intonational structure presented in this book owes a great deal to the work of Janet Pierrehumbert, whose 1980 thesis on American English intonation in effect provided the theoretical framework it has adopted, which work itself was intellectually indebted to Gösta Bruce's 1976 thesis on Stockholm Swedish. I was 'around' at the time Janet Pierrehumbert's thesis came out, but it took me a while to realize that its greatest significance was not in the details of the analysis of American English, which is very elegant, though nothing to sweep the board, but its conception of the relation between phonology and phonetics, and that it was - indeed - a model of how phonology works in general.

It is hoped that the book will stimulate theoretical and descriptive research in tonal phonology. Possibly, the order 'theoretical and descriptive' places the wrong emphasis here: 'descriptive and theoretical' better expresses the fact that the number of languages that have been described in terms of the metricalautosegmental model, a term we owe to Bob Ladd (1996), is still limited. An important advantage of a well worked-out theory is that direct comparisons can be made across languages. Accurate and theoretically responsible descriptions provide the basis for theoretical innovation and improvements in our understanding of the nature of the object we study. There is a vast literature on tonal systems in the languages of Africa and Asia, but in spite of many years of dialectological research in Europe, the prosodic systems of varieties of well-known European languages are to all intents and purposes undescribed, while the same is true of most languages spoken elsewhere in the world.

Chapter 1 provides essential phonetic background information for empirically oriented students of prosody. Chapters 2 and 3 deal with basic typological categories like 'tone', 'stress', 'intonation', and 'accent'. Chapter 4 discusses the place of intonation in language. As implied above, an explicit formulation of the distinction between phonological representation and phonetic realization was a key feature of Pierrehumbert's 1980 thesis, and it accounts in no small measure for the recent progress in the field. Together with chapters 5 and 6, chapter 4 lays out the implications of the distinction. More so than has perhaps been realized, it is crucial to an understanding of the issue of the apparent universality of paralinguistic meaning. Chapters 5 and 6 attempt to explain how people know what the paralinguistic meanings of pitch variation are. These chapters also discuss the typical structural interpretations of these effects in specific languages.

Three general chapters follow: chapter 7 sets out the phonological configurations encountered in languages; while chapter 8 summarizes the ways that sentence prosody has been, or can be, dealt with in Optimality Theory.

An emphasis on the distinction between what is representational and what is due to the phonetic implementation naturally focuses our attention on the prosodic contrasts in languages. The language descriptions in chapters 9 to 15 provide illustrations of how phonological accounts capture sets of contrasting forms. These descriptions, which reproduce and expand on earlier analyses, are each biased towards specific aspects of prosodic structure, some of which are approached within an Optimality Theoretic framework. Basque and Japanese illustrate how tonal structures combine intonational and lexical tone in a situation where both are reasonably non-complex. Swedish and Norwegian provide examples of Germanic languages with a lexical tone contrast that is confined to the stressed syllable of the word. Language change is the focus of the next chapter, where the interaction between lexical and intonational tones is charted diachronically in a group of dialects spoken in Germany, the Netherlands, and Belgium. We continue with a chapter on French that provides an illustration of how a complex pattern of variation in accent distributions can be brought under control by the variable ranking of constraints. In that same chapter, a tonal grammar
is presented which shows how French is more complex than, say, Norwegian, but much less complex than English, which is treated in chapter 15. This chapter and chapter 14 are of interest because of the way in which the theoretical positions defended in the preceding chapters are applied to what must be the most thoroughly investigated language in the world. I have not resisted the temptation to introduce new elements in the description of these languages, despite the status of the book as a research summary. Given my background, the bias towards intonation in the choice of languages dealt with in these last chapters is hopefully forgivable.

1 July 2003
Carlos Gussenhoven
Nijmegen, The Netherlands
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## 1

## Pitch in Humans and Machines

### 1.1 Introduction

In this first chapter, some phonetic information is given which will be required for an active engagement in research in the area of tone and intonation. For further information on the articulatory, acoustic, and technological facts, handbooks like Laver (1990), Ladefoged (1996), Johnson (1997), Rietveld and van Heuven (1997), Reetz (1999) should be consulted.

### 1.2 Frequency of vocal fold vibration, fundamental frequency ( $F_{0}$ ), and pitch

Pitch is the auditory sensation of tonal height. We have this sensation when listening to the difference between [s] and [ S$]$, for instance, but in speech, it is most precise when it reflects the periodicity in the acoustic signal. Periodicity amounts to repetitions of the same pattern of vibration, each such repetition being a period and corresponds to a closing-and-opening action of the vibrating vocal folds. The actual shape of the speech signal during a period determines the sound quality (the vowel quality, say) that we perceive. In panel (a) of figure 1.1, 25 milliseconds ( ms ) from the speech waveform produced by a woman are shown. During that time, just over six periods were produced, representing as many vibratory cycles of the vocal folds. These are two muscles, situated halfway down the larynx, which run front to back from the inside of the thyroid (the shield cartilage sticking out in the front of the neck) to the two arytenoids, which are located above the cricoid. In a relaxed state, there tends to be a slit between the vocal folds, known as the glottis, through which we breathe. The slit can be widened to a triangular opening by rolling the arytenoids away from each other, allowing increased air intake or escape. They can also be brought more closely together, to a point where their edges will be pushed up by the air pressure below them during the exhalation phase, prising the glottis open. The subsequent drop


Fig. 1.1 Sections of 25 ms from the speech waveform during vocal fold vibration produced by a woman (panel a) and produced by a man (panel b). The vertical dotted lines mark of the end of the first period, which is 4.42 in panel (a) and 7.28 ms in panel (b).
in air pressure between the vocal folds, which is due to the rapid flow of air through the glottis (the Bernoulli effect), will cause them to be sucked together again, after which the subglottal pressure will again push them up, and apart, and so on. Vocal fold vibration is the alternation between these opening and closing events.

The opening action of the vocal folds is normally slower than the snappier closing action. Each closing action has an effect which is comparable to that of the flick of a finger against the throat: a brief shock wave is set up, which hits the walls of pharynx and mouth. If this happens more than forty times a second, we stop hearing the flicks as separate events, and instead perceive a continuous event: pitch. The faster these waves follow each other, i.e. the higher the frequency of vibration of the vocal folds, the higher will be the number of periods per second, commonly known as the fundamental frequency, or $\mathrm{F}_{0}$ ('F-zero'), of the acoustic signal, and the higher the resulting pitch. The beginning of the graph in panel (a) coincides with a point in time during which the air pressure is neither raised nor lowered as compared to the surrounding air pressure, a zero-crossing. The first period ends at the dotted vertical line, which has been drawn through a zerocrossing. The duration of this period is 4.42 ms . As can be seen, the waveform during this period contains three positive peaks, of which the second and third clearly reveal further smaller peaks within them. These higher frequencies ride on the crest of the $\mathrm{F}_{0}$, and in this case cause it to be heard as a mid front vowel. Each of the six closing actions of the vocal folds that are responsible for the six periods in panel (a) of figure 1.1 is thus comparable to what happens when you flick a finger against the skin of the neck, near the larynx. When this is done while holding the larynx closed and holding the mouth in the position for some vowel, $[\varepsilon]$ in this case, a popping noise is produced, which rapidly fades away. ${ }^{1}$
$\mathrm{F}_{0}$ is usually expressed in Hz (or hertz), the number of periods per second. The $\mathrm{F}_{0}$ corresponding to the first period in panel (a) is $1,000(\mathrm{~ms})$ divided by
4.42 ms , the period, or 226 Hz . In panel (b) of figure $1.1,25 \mathrm{~ms}$ from a speech waveform produced by a man are shown. Its shape during the period corresponds to that of high back vowel, [u]. As will be clear, only about 3.5 periods fit into this time span. The first period is 7.26 ms long, and the $\mathrm{F}_{0}$ is therefore 138 Hz . Rates of vibration in male speakers average around 125 Hz while those in female speakers, whose larynxes are much smaller in the front to back dimension than those of men, average around 225 Hz (cf. Holmberg, Hillman, and Perkell 1988).

### 1.3 Pitch tracks

Several techniques are available for recording the pitch of utterances (Hermes 1993; Reetz 1996: 83ff.). They can be based on the articulation, the acoustics, or the perception. By definition, the best source for obtaining a record is the listeners' perception, since pitch is a perceptual sensation. Unfortunately, listeners lack the appropriate conceptualizations and vocabulary to report their sensations, and are typically incapable of saying even whether a given pitch change represents a fall or a rise. Things become very much simpler if the voiced parts of the speech signal are divided up into sections of some 30 ms , and static pitch judgements are obtained for each of these, as recorded on a scale from low to high. The evidently laborious nature of this procedure is not its only drawback. It is still unreliable because of the inaccurate way in which people report their pitch sensations, a drawback which can only be overcome with the help of a careful experimental design allowing averaging over many trials. Not surprisingly, this method of reporting pitch variation is rarely, if ever, used.

An effective way of measuring the vocal fold vibration is by running a weak electric current between two electrodes placed on the skin on either side of the larynx, so that the vocal folds lie between them. Because the impedance for the electric signal emitted by the first electrode is increased when the vocal folds open, the opening actions can be read off the electric signal reaching the second electrode (Fourcin and Abberton 1971). While it generally records vocal fold vibration rates accurately, this method can be used only in laboratory conditions.

Most commonly, records are obtained from the speech signal. There are many ways in which the $\mathrm{F}_{0}$ of a signal can be established automatically, which are commonly referred to as 'pitch trackers' (even though they measure the fundamental frequency). The evaluation of their merits is virtually a field of study in itself (cf. Reetz 1999, who refers to Hess 1983, Hermes 1993, and Reetz 1996). Because they are implemented as computer algorithms, pitch trackers need to work with digitized forms of the signal. Digitization of the continuous speech waveform is performed by determining a single value at regular intervals, as shown in panel (a) in figure 1.2. The number of times per second that a measurement of the waveform is recorded is the sampling rate. A musical CDRom contains 44.100 measurements per second, and thus has a sampling rate of 44.1 kHz , a DAT-recording stores the signal at a 48 kHz sampling rate, while many speech scientists make do with a sampling rate 16 kHz . Panel (b) shows


Fig. 1.2 A continuous speech waveform and a digitized waveform (panel a), and digitized waveforms with a lower sampling rate (panel b), and a lower quantization accuracy (panel c).
part of the same waveform sampled with half the sampling rate of that in panel (a), as is evident from the calibration marks on the time axis and the corresponding durations of the 'steps'. As a result, the first upward excursion which in panel (a) is represented by seven values (including the first sample with zero excursion), is represented by only four values in panel (b). A second parameter determining the reproduction quality of the digitized signal is the accuracy with which the value of each sample is stored, or quantized. The lower the accuracy, expressed in bits, ${ }^{2}$ the larger the rounding errors, and the greater the jumps from one sample to the next will be. This is illustrated in panel (c). Due to the larger rounding errors, instead of the seven values of panel (a), there are effectively only five values, even though the signal is sampled at the same rate. Larger jumps lead to more quantization noise. A 16-bit accuracy is a good choice for music, while 8 -bit accuracy is not uncommon in speech research.

It stands to reason that in order to preserve a period in a digitized signal, at least two values for that period must be recorded. If the sampling rate were to equal the signal frequency, the information would be reduced to a single value. This is the reason why the sampling rate must be (preferably more than) twice the highest signal frequency we wish to preserve. Signal frequencies that lie between half the sampling rate and the sampling rate give rise to 'false' periods. This 'aliasing' effect is comparable to the visual effect of spoked wheels turning backwards in cinefilms. This is why all signal frequencies above half the sampling rate are filtered out before digitization. A sampling rate of 16 kHz is therefore way below what would be required for hifi equipment, since younger people may perceive frequencies of up to 20 kHz . However, it is usually good enough for speech, where no significant phonetic information is found above 8 kHz .

Once the signal is represented as a digital file, automatic $\mathrm{F}_{0}$ detection can begin. Broadly, a division can be made between algorithms that operate directly on the digitized speech signal and those that take a spectral analysis as input. Algorithms that work directly on the signal employ some form of autocorrelation. The series of values within an analysis window, whose duration might be chosen to fall well above the period to be detected, is established, to represent the window's starting position. As the window is moved through the speech waveform, sample by sample, the string of values encountered at each step is correlated with those of the starting position. Clearly, the sections of the waveform within the window encountered at each step are not likely to resemble that in the starting position at all closely, except when the window begins at an equivalent point in a following period. At that point, the sections will be very similar, resulting in a high positive correlation between the strings of values. Alternatively, the duration of the window is gradually increased from a starting duration well below the estimated period duration, and the values in each of the incremented windows is correlated with the values in the next section having the same duration. Again, when the duration of the window equals the duration of the period, the correlation will be relatively high, reflecting the fact that the values in the two periods are now very similar. In practice, the choice of pitch tracker is determined by circumstance and convenience: their evaluation is typically beyond the competence of a phonologist.

### 1.4 Interpreting pitch tracks

The results of a pitch tracker can be plotted against time to provide a visual representation of the $\mathrm{F}_{0}$ variation in the utterance. The x -axis gives time, usually in milliseconds (ms), the y-axis $\mathrm{F}_{0}$, commonly reported in hertz ( Hz ). It is sometimes felt that a linear representation of the number of periods per second gives a biased view of the auditory impression of pitch changes. For instance, a difference between 600 Hz and 650 Hz seems smaller than one between 100 and 150 . Two measures that have been claimed to give a better auditory representation are the semitone scale (ST) and the Equivalent Rectangular Bandwidth (ERB) scale. According to Hermes and van Gestel (1991), of the three scales this scale represents auditory impressions in intonation most closely. In practice, the choice here is hardly ever a problem, since within the usual $\mathrm{F}_{0}$ range in speech, ERB and Hz values are very similar (Rietveld and van Heuven 1997: 210). In this book, Hz scales are used.

### 1.4.1 Tracking errors

Pitch trackers make mistakes. A pitch tracker may mistake voiceless friction for voicing, and irregular measurement points may therefore show up during fricatives and releases of affricated plosives. Conversely, it may interpret irregularly


Fig. 1.3 Incorrectly detected voicing during the fricative part of an affricate and incorrectly detected voicelessness during creaky [e] in the last syllable of Bengali 'My sisters (also) BOUGHT the saris' (panel a) and a correctly analysed contour for an interrogative pronunciation of the same sentence, 'Did my sisters buy the saris?' (panel b).
voiced signals as voicelessness. Of course, the researcher can always inspect the waveform and measure the period(s) he or she is interested in so as to calculate the corresponding $\mathrm{F}_{0}$ by hand. Both problems appear in the pitch track in figure 1.3. Incorrectly detected voicing during the aspirated affricate $t \int^{h}$ occurs at 1.3 s , while incorrectly detected voicelessness during creaky [e] occurs at 1.4 s . The $\mathrm{F}_{0}$ of this vowel is actually around 120 Hz , but no record was made. Finally, there may be periodic background sounds that are picked up by the pitch tracker, causing it to report spurious $\mathrm{F}_{0}$ values. For comparison, consider the contour in panel (b), which represents a different intonation pattern, and where the $t \int^{\mathrm{h}} e$ has been correctly analysed as voicelessness followed by a steep fall on [e].

Even if the detection of voicing and voicelessness is correct, the pitch tracker may fail to analyse the voiced signal correctly. When the voice becomes creaky, as it often does at lower pitches, the algorithm may be confused by peaks in the signal that do not correspond to the vibratory action of the vocal folds. If these appear halfway through the period, they may be interpreted as peaks created by the opening actions of the vocal folds, leading to fundamental frequency measurements that are twice that of the 'real' fundamental frequency (doubling errors). Similarly, the algorithm may miss every second periodicity peak, 'believing' these peaks determine the sound quality rather than the periodicity (halving errors). Such 'octave jumps' are usually easy to detect: the pitch track shows a sudden change to a value half or double that of the immediately preceding value, while there is no auditory impression that corresponds to this jump. The pitch track in figure 1.4 shows a halving error in the last part of the vowel [I]. A corrected version with different analysis settings, obtained by trial and error, appears in panel (c) of figure 2.2. Among other things, pitch trackers allow the user to choose the range of possible frequencies to be detected. If the actual $\mathrm{F}_{0}$ of the speech file falls outside the upper or lower limits of the analysis band, mistakes are inevitable. Safe ranges are usually $75-400 \mathrm{~Hz}$ for male speakers


Fig. 1.4 Halving error in last part of the stressed vowel of permit? (verb). The pitch continues upwards to 480 Hz , but the $\mathrm{F}_{0}$ tracker shows a record around 240 Hz .
and $100-600 \mathrm{~Hz}$ for female speakers. Children may produce more than 600 Hz . (I have not corrected the graphic results of the pitch analyses reproduced in this book.) Errors other than octave jumps will also occur.

### 1.4.2 Consonantal effects on $F_{0}$

The articulation of segments will interfere with the production of vocal fold vibration. First, if all is well, pitch trackers will report no $\mathrm{F}_{0}$ during glottal closures or voiceless consonants like $[\mathrm{p}, \mathrm{s}, \chi, \mathrm{m}]$, there being no vocal fold vibration. Due to their oral constrictions, voiced obstruents, too, particularly plosives like [b, d,g], may impede the airflow needed to keep the vocal folds vibrating, slowing the vibration down or stopping it altogether. By contrast, sonorant consonants and vowels allow the air coming in from the lungs to escape via the nostrils or the opened lips to prevent air pressure from building up in the mouth, and the vocal fold vibration is therefore uninhibited during these sounds. Because our pitch perception in language normally factors such effects out, what is subjectively the same pitch contour may look rather different depending on the consonants in them. This is illustrated in panel (a) in figure 1.5 , which gives $F_{0}$ tracks of the same intonational fall produced on the segmental structures [ata], [ada], and [ana].

The production of a voiceless consonant requires an active gesture of the arytenoids opening the glottis, but the cricothyroid muscle is also active (Löfqvist, Baer, McGarr, and Story 1989). This may cause the vocal folds to be somewhat tighter than during relaxed vibration. The effect is typically still present during the vibration for the following vowel, causing the fundamental frequency after voiceless consonants to be higher than after voiced consonants. A particularly clear example of the effect is shown in panel (b) of figure 1.5 , where a consonantal 'pitch perturbation' occurs after the [ks] of niks in the Dutch utterance Ik kan gewoon niks anders 'I can't do anything else.' There is a raised $\mathrm{F}_{0}$ after the [ks] of niks. Again, the auditory impression is that of a smoothly falling pitch


Fig. 1.5 Pitch falls in VCV-structures with a voiceless obstruent, a voiced obstruent, and a sonorant consonant for C , respectively (panel a), and an $\mathrm{F}_{0}$ perturbation after [ks] in Dutch (panel b).
contour. Although this is generally hard to detect in $\mathrm{F}_{0}$ tracks, a small effect must also exist before obstruents. Some lowering occurs for both voiced and voiceless consonants, but the lowering is greater before voiced consonants (Silverman 1984; Silverman 1990). The $\mathrm{F}_{0}$ in the section of the vowel immediately preceding [t] and [d] was shown to influence the perception of the voicing of the consonant in German and English (Kohler 1990): higher $\mathrm{F}_{0}$ in the preceding vowel increased the chance that [t] was perceived in a task in which listeners could choose between [t] and [d].

Further effects are due to phonation type (Laver 1980). Breathy voice induces low pitch, although the mechanism is not entirely clear (Hombert, Ohala, and Ewan 1979). During breathy voice, more air escapes per opening action than is needed to keep the vibration going, the excess air being used to create friction in the glottal aperture. The combination of friction and vibration must be easier to obtain at lower frequencies. Laryngealized voice may be conducive to high pitch, since the vocal folds need to be stiffened to produce it. However, there is also the converse fact that creaky voice, a form of laryngealization which is produced with slacker vocal folds, is easier to obtain at lower frequencies (Kingston 2003). ${ }^{3}$

### 1.4.3 Vocalic effects on $F_{0}$

The articulation of vowels may also affect the tenseness of the vocal folds, and so interfere with the rate of vocal fold vibration. The most plausible explanation is that high vowels like $[\mathrm{i}, \mathrm{u}]$ are pronounced with the tongue high in the mouth, causing the hyoid, the horseshoe-shaped bone to which the tongue root is attached, to pull up the forward part of the larynx, the thyroid, to which the vocal folds are attached. As a result, higher vowels will on average be pronounced with higher vibration rates than lower vowels, like [a]. The component in the $\mathrm{F}_{0}$ which is due to the correlation between vowel height and $\mathrm{F}_{0}$ is known as intrinsic pitch, but, as Reetz (1999) suggests, 'intrinsic $\mathrm{F}_{0}$ ' would be a better term. The difference is larger in stressed than in unstressed syllables (Silverman 1990).


Fig. 1.6 The effect of intrinsic $F_{0}$ in acoustically different, but perceptually identical $F_{0}$ contours on [kika] and [kaki] (panel a), and fade-out reversals in [ken] compared with the same contours cut short by [ t ] in [kat] (panel b).

Panel (a) in figure 1.6 shows two subjectively identical pitch contours on [kika] and [kaki], respectively. However, the first syllable in the second word has lower $\mathrm{F}_{0}$. Indeed, we do not normally hear intrinsic pitch as pitch. When [a] has the same fundamental frequency as [i], we hear it as higher than [i], and we thus factor out the effect in perception (Silverman 1985). In practice, intrinsic pitch need not cause any problems when relating the pitch track to our auditory impression of the pitch contour. However, when setting up experiments involving pitch, vowel height may have to be controlled for.

### 1.4.4 End-of utterance effects

Utterances ending in sonorant consonants (e.g. [m,r,l,w]) or vowels may end with a reversal of the $\mathrm{F}_{0}$ in the last part of the utterance, where the signal fades out, a phase which may be detectable to the pitch tracker, but is ignored in human perception. There appears to be no discussion in the literature, but it would seem reasonable to assume that it is due to a relaxation of the muscles controlling the frequency of vibration of the vocal folds. Panel (b) in figure 1.6 shows a fall and a rise on the syllable [kan], with what might be called a fade-out reversal on each, i.e. a weak rise after the fall and a weak fall after the rise. When the same contours are spoken on the syllable [kat], the pitch movement occurs inside a high-intensity part of the signal. Here, the segment [t] cuts short movements, a phenomenon known as truncation or curtailment. (The pitch tracker had some problems in measuring the central portion of the vowels, as is evident from the gaps.)

Some languages truncate more drastically than others (Grabe 1998b). In German, final falls on rhymes consisting of a short vowel and a voiceless obstruent (e.g. Schiff‘ship') are quite drastically truncated, often leaving just a level portion. By comparison, the syllable with a long vowel, schief 'slanted'), or a disyllable like Schiefer (proper name), have contours that fall. Importantly, to the native ear, these intonation patterns are identical. In equivalent conditions in British English


Fig. 1.7 Representative $\mathrm{F}_{0}$ traces of falls in British English and German on a pre-final syllable, on a final syllable with a long vowel, and a final syllable with a short vowel followed by an obstruent. The shaded area indicates the stress vowel of a disyllabic word. German truncates falls on final rhymes like -iff, but English does not (cf. shift). From Grabe (1997: 163).
(e.g. shift), the contour is hardly different from what is found in segmentally more favourable conditions, like Sheafer, Sheaf, as shown in figure 1.7, from (Grabe 1998b). It is thus not only gaps that may 'distort' the visual picture but also early curtailments of the vocal fold vibration, something that may occur before final voiceless obstruents.

### 1.5 Experimentation

Our understanding of the prosodic structure of languages has greatly benefited from production and perception experiments. Production experiments may use either scripted or unscripted speech. Scripted speech is produced on the basis of written material which is read out or acted out in some fashion; while unscripted speech relies on spontaneous speech, elicited with the help of the Map Task or similar methods (Anderson et al. 1991). Such 'games' typically involve two speakers, who are drawn into conversations which stimulate the production of linguistic structures that the researcher is interested in, either because the speakers are invited to talk about items that have names exemplifying those structures or because communicative situations are created that are likely to lead to the production of particular intonation contours.

Perception experiments may use either natural stimuli, selected sections of naturally spoken speech, or stimuli in which the $\mathrm{F}_{0}$ contour has been created artificially. Since 1995, an efficient technique has been available which performs such $\mathrm{F}_{0}$ manipulation directly on the waveform (Moulines and Verhelst 1995). It replaces earlier techniques by which the specification of the $\mathrm{F}_{0}$ component was altered after the signal had been analysed into the $\mathrm{F}_{0}$ component and a number of spectral components, and a new signal was 'resynthesized' with the help of the components which included the altered values. The direct techniques reproduce shorter or longer versions of the periods detected in the signal by a procedure known as PSOLA (Pitch-Synchronous OverLapAdd). If the deviation
from the original $\mathrm{F}_{0}$ is not too great, there is barely any loss in the naturalness of the signal; larger deviations may lead to effects that may remind one of the croaking of a frog.

### 1.6 Conclusion

The study of linguistic pitch variation is empirically supported by $F_{0}$ measurements produced by computer programs known as 'pitch trackers'. The $\mathrm{F}_{0}$ is reported as a graph, often printed synchronously with the speech waveform, so that the reader can relate the $\mathrm{F}_{0}$ to the segments in the utterance. The visual appearance of an $F_{0}$ track will be determined by the measurement scale, and may contain pitch-tracker errors. In addition, there would appear to be four ways in which segmental conditions interfere with the fundamental frequency. First, consonants may affect fundamental frequency during their articulation, due to gaps and curtailments caused by voiceless consonants and to brief decreases during the oral strictures of voiced obstruents. Second, the effects of the voicelessness gesture is typically detectable as increased fundamental frequency in the following vowel, causing vowels after voiced obstruents to have lower $\mathrm{F}_{0}$ than vowels after voiceless obstruents. To a lesser extent, this is also true for vowels before obstruents. Third, vowel height is positively correlated with fundamental frequency, which is probably due to the ligatures connecting the hyoid and the larynx, causing a raised tongue body to pull up the thyroid and so tighten the vocal folds. Fourth, relaxation of the muscles controlling glottal vibration rates may cause a reversal of $\mathrm{F}_{0}$ direction in low-intensity fade-outs of utterances.

For most people, it is not too difficult to develop an awareness of pitch variation, and the $F_{0}$ track may help the uninitiated to develop such awareness, if account is taken of the factors discussed above.

## Notes

1. Of course, being human, we cannot produce sequences of physically identical periods during vocal fold vibration, which is why reference is often to quasi-periodic(ity).
2. One bit equals one binary digit. Two bits will allow the expression of four values: 00 , 01,10 , and 11 , or $0,1,2$, and 3 . The number of values per number of bits equals 2 to the power of the number of bits. Thus, with three bits, $2^{3}$ or 8 values can be expressed, and so on.
3. Kingston argues that this is probably the explanation of the dual fate of stem-final glottal stops in Proto-Athabaskan (see section 3.6).

## 2

## Pitch in Language I: Stress and Intonation

### 2.1 Introduction

A consideration of the ways in which pitch variation functions in language brings up a number of concepts that provide the basis for a broad prosodic typology. Stress is without a doubt the most widely researched prosodic concept. Section 2.2 aims to clarify what it is, how it is realized, and how it relates to tone and $\mathrm{F}_{0}$. Tone languages, which use pitch for distinguishing words, are discussed in chapter 3. Languages without lexical tone are referred to as 'non-tonal languages' or 'intonation-only languages'. In section 2.3 , intonation is treated as the use of phonological tone for non-lexical purposes, or - to put it positively - for the expression of phrasal structure and discourse meaning. In the discussion of intonation, the notion accent is introduced as a location where intonational tones are located.

The notions 'stress', 'tone', 'accent', and 'intonation' all refer to suprasegmental aspects of the phonological structure, but they are in fact rather different. Many phonologists would argue that all languages have phonological stress in the sense of foot structure, even though the phonetic salience of stressed syllables will vary considerably from language to language, to the extent that some languages have no observable phonetic stress. Probably all languages have structural intonation. However, only about half have lexical tone, while for many languages it will not make sense to speak of 'accent'.

### 2.2 Stress

In Francis Ford Coppola's film The Conversation (1974), a conversation carried on by two people in a busy square is surreptitiously recorded with the help of three microphones (partly long-distance directional). One of the crucial utterances in that recording, as heard in the laboratory by the surveillance agent (a stellar performance by Gene Hackman) is He'll KILL us if he gets the chance,


Fig. 2.1 $\mathrm{F}_{0}$ tracks of (He'll) KILL us if he gets the chance (panel a) and He'll kill US if he gets the chance (panel b) from Francis Ford Coppola's The Conversation. The words kill and $u s$ are different in the two utterances. The second utterance has considerable background noise. The analyses were done with the 'To Pitch' program in the PRAAT package, using an analysis window of $60-150 \mathrm{~Hz}$.
pronounced with a somewhat subdued, but clear stress on kill and a less prominent one on chance. The plot of the story hinges on a reversal of the roles of murderer and victim: it turns out that the utterance had in reality been He'll kill US if he gets the chance. The conversation had amounted to a plot by the two participants to murder the man referred to as $h e$, but by mishearing the location of stress the surveillance agent had naturally suspected him of wanting to kill them, the participants in the conversation. After the murder has taken place, it turns out that the reason why the agent had so fatally misheard the sentence was that the volume controls of the three original recordings had been set so as to blank out the stress on $u s$ and create one on kill. An adjustment of the volume of the three playback recorders could in fact bring back the intended interpretation.

This film illustrates one of the most widespread misconceptions about the prosodic structure of English, one which was held within the field of linguistics itself well into the 1960s. It is the incorrect intuition that stress amounts to a louder pronunciation of the word or syllable it is found on. Among phoneticians, the myth was dispelled in the 1950s, when it was shown that the perception of stress was effectively influenced by $\mathrm{F}_{0}$ features and duration (Fry 1955; Fry 1958; Fry 1964; Mol and Uhlenbeck 1956; Bolinger 1958) (see further below). However, increases in overall intensity, of the sort that are obtained by turning up the volume of some electronic playback machine, are totally ineffective, a point Mol and Uhlenbeck (1956) made explicitly. Not surprisingly, different utterances were used in The Conversation. Figure 2.1 shows their waveforms and $\mathrm{F}_{0}$ tracks. The $\mathrm{F}_{0}$ track in panel (a) shows how a falling contour was used on kill, while that in panel (b) shows a pitch peak on $u s$, which word is also longer in this utterance.

A second misconception, one which originated from the above perception experiments, is that stress is realized by $\mathrm{F}_{0}$. While it is true that $\mathrm{F}_{0}$ patterns provide powerful cues to the location of stressed syllables in many languages, the presence and shape of these $\mathrm{F}_{0}$ contours are independent of a word's stress pattern and instead depend on the intonational grammar of the language (Hayes

1995; Sluijter 1995; Ladd 1996). From a structural point of view, stress is a property of the rightmost or leftmost syllable of a prosodic constituent, the foot. The prototypical foot is a sequence of two syllables one of which is strong ( S , or stressed) and the other weak (W, or unstressed) (Selkirk 1980; Hayes 1995). S-W feet are trochees, W-S feet are iambs, and any one language employs either one or the other. The stressed syllable in the foot is both unique and obligatory: any additional syllables are (also) unstressed, and a monosyllabic foot has, by definition, a stressed syllable. Examples of English feet are given in (1). As in Hayes (1995), parentheses mark out the feet in a 'metrical grid', in which stressed syllables (x) are distinguished from unstressed syllables (.), and one stressed syllable is identified as having the main stress (also primary stress, word stress), as indicated by an extra ' $x$ ' in the higher line (Halle and Vergnaud 1987; Hayes 1995).

| (1) | X | X | x |
| :---: | :---: | :---: | :---: |
|  | x | x | x |
|  | a. (manner) | b. (man) | c. (manager) |
|  | x | x | x |
|  | x . x | X . x . | X . |
|  | (mani)(cure) | alli)(gat | (Mani)(toba) |

A general principle of biological mechanics must be held responsible for the rhythmic, pulse-like behaviour of many types of sustained muscular activity, and thus also for the fact that languages tend to alternate syllables pronounced with greater and lesser precision. Feet are typically binary, and some theories exclude monosyllabic feet (Burzio 1994) or ternary feet (Hayes 1995), analysing them somehow as binary structures with empty or extra structural elements. As said, the phonetic consequences of phonological stress will vary across languages (Berinstein 1979; Hayes 1995), but can often be found in the energy distribution across the frequency spectrum, in the duration, and in the accuracy with which articulatory targets are reached (section 2.2.1). These consequences may be phonologized, as will be briefly illustrated. The role of pitch will be clarified in section 2.2.3.

### 2.2.1 The phonetic correlates of stress

Stress is a property of syllables (Hayes 1995: 49). The difference between stressed and unstressed syllables may be detected in a number of phonetic measures.

- Vowels in stressed syllables have a fairly even intensity distribution across the frequency spectrum, while vowels in unstressed syllables tend to have lower intensities for the higher frequencies, thus displaying a downward slope towards the higher end of the spectrum (Sluijter 1995). This difference in spectral tilt has only recently been diagnosed as a feature distinguishing the two types of syllable. It appears to be caused mainly by the more abrupt
closure of the glottis during vocal fold vibrations in stressed syllables (Sluijter and van Heuven 1997; Sluijter 1995: 125).
- Due to a reduced effort to pronounce vowels in unstressed syllables, their quality is likely to be more centralized and less rounded (more schwa-like) than that of stressed syllables. In English, this is true for vowels before consonants. In prevocalic position, reduction due to lack of stress amounts to raising and consonantal glide formation, as in the first syllable of English piano or the medial syllable in India, both of which vary between [i] and [j].
- Consonants and vowels in stressed syllables tend to be longer than those in unstressed syllables.

These three differences can be related to the greater articulatory care with which stressed syllables are treated (de Jong 1995). While not all languages show the phonetic effects of foot structure in this way, it would be entirely unexpected to find a language that realized stressed syllables in phonetically conflicting ways.

The motivation for assuming that languages without phonetic stress do nevertheless have foot structure is based on morphological processes that impose foot-sized constraints on the length of morphemes, as happens in Japanese (Poser 1990). For instance, the shortened version of a name which appears before the suffix tyan must be a single foot. Because a foot consists of two short vowels or one long one, proper names are either disyllabic or monosyllabic in these 'hypochoristics': humiko appears as humityan, but syuusuke and keiko as syuutyan and keityan, while in the case of taroo the second syllable is shortened in tarotyan. Also, in many Japanese compounds and loan words, the location of lexical tone is predictable in a way that is reminiscent of stress placements in the world's languages, suggesting that in these cases the tone goes to the stressed syllable (Haraguchi 1991: 12). Thus, while Japanese has no stress in the phonetic sense (Beckman 1986), it does have foot structure. At the other extreme, we find languages like English, where the phonetic correlates of stress have been phonologized, and are very salient.

In tone languages, which are discussed in chapter 3, the effect of stress can also be seen in the care with which lexical tones are pronounced. In Trique, for instance, a language with five contrasting tones, the three lowest tones are pronounced lower, and the two highest tones higher in stressed syllables than in unstressed syllables (Longacre 1952).

### 2.2.2 Phonological effects

## Vowel quality

The number of different vowels that are possible in stressed syllables is often higher than in unstressed syllables, reflecting the reduction of the phonetic space as used by reduced vowels. Depending on the variety, and not counting schwa or syllabic [r], Standard English has between nineteen (Southern British English, or RP) and thirteen (California English) vowels (Giegerich 1997; Hammond 1999:

Ladefoged 1999: 43ff.), but only stressed syllables can have the full set. According to Bolinger (1981), unstressed syllables display only a three-way contrast, as shown in (2) (letters corresponding to the unstressed vowels concerned are in italics; syllabic consonants may appear instead of schwa). ${ }^{1}$
(2)

|  | LOW | FRONT | BACK |
| :--- | :--- | :--- | :--- |
| a. PREVOCALIC | - | radio | usual |
| b. PRECONSONANTAL | about | enough | Kuwait |
| c. WORD-FINAL | villa | many | fellow |

Such restrictions are likely to figure in many languages, but need not. Dutch is similar to English in many respects, but has considerably fewer restrictions on the appearance of vowels in unstressed syllables (Gussenhoven 2003).

## Duration and quantity

As said, the prototypical foot is disyllabic, and if this were the only relevant factor, languages would shape their words to have perfectly alternating occurrences of stressed and unstressed syllables: there would be a ti-túm (iambic) or a túm-ti (trochaic) rhythm which goes right-to-left or left-to-right through the word. However, the longer phonetic duration of stressed syllables may lead to distributional correlations between stressed syllables and long vowels. Contrastive duration of vowels or consonants, i.e. quantity contrasts, occur in many languages. There are two possible implications. First, the rhymes of stressed syllables may have a minimum length of two segments (e.g. [at], [ai]) or a long vowel (e.g. [a:]). In such languages, vowels in open stressed syllables will lengthen. For instance, the vowel in an open penultimate syllable of the phonological phrase is lengthened in Italian as well as in many Bantu languages, like Chicheŵa (Kanerva 1989; Downing 1996) (see section 8.5.1). This dependence of length on stress will typically strengthen the alternating rhythm. The second implication holds that languages disallow bisegmental rhymes in unstressed syllables, an implication which may lead to a-rhythmic patterns. The term 'heavy' generalizes across long-vowelled open syllables and closed syllables. Seminole/Creek, an iambic language which parses a word like [(pomó)(saná)] 'our otter' into two regular iambs, will have an a-rhythmic pattern in [(táis)(hó)(kitá)] 'to jump+DUAL', because the first syllable, which contains a long vowel underlyingly, refuses to be unstressed, and thus cannot form an iamb with [ho] (Hayes 1995: 65). Since the iambs start counting on the right, both the first and the second syllables form feet by themselves. ${ }^{2}$ These two implications are known as 'Stress-to-Weight' and 'Weight-to-Stress', respectively. When languages display both implications, there is a perfect correlation between long rhymes and stress, as in my own analysis of Dutch (Gussenhoven 2003).

Quantity and weight are expressed in moras (Hyman 1985). A commonly accepted analysis is given in (3) (Hayes 1989). It splits off the onset consonant(s), which are prosodically inactive, from the segments in the rhyme. However, the
rhyme includes a mora structure: a vocalic rhyme with a single mora, as in (3a), will be short and thus 'light', while two moras represent a long vowel, as in (3b).
(3)

short V
b.

long $V$

weight-by-position

non-moraic coda

When a language requires bimoraic syllables to be stressed, it is 'quantitysensitive' (Hayes 1980). In many languages it is immaterial whether the second mora is filled by a vowel (as in (3b)) or a consonant, as in (3c), since either type attracts stress, the coda consonant is moraic. Such a consonant was said to have 'weight by position' by Hayes (1989). In some quantity-sensitive languages, however, only long vowels attract stress, in which case closed syllables with short vowels are represented as in (3d), causing them to be prosodically equivalent to (3a). ${ }^{3}$

### 2.2.3 The role of fundamental frequency

A phonetic property not discussed in the above section is $\mathrm{F}_{0}$. Yet, when it was first realized that stress is not correlated with overall intensity, it was on the basis of a demonstration that the most powerful cue for the perception of stress is $\mathrm{F}_{0}$. In a classic series of experiments, Fry demonstrated that the contrast between the members of such English word pairs as pérmit (Noun) and permít (Verb) is most easily signalled by the location of a pitch fall. In addition, duration had an effect, while listeners were more confident if the quality of the stressed vowel was less schwa-like. The explanation for this powerful effect of pitch is that in many contexts, one of which is when the word is spoken in isolation, the stressed syllable is provided with an intonational pitch accent, a tone or tone complex like $\mathrm{H}^{*}$ ('high') or L*H ('low-high').

Stressed syllables will thus serve as the location for the tones that make up the intonation contour. This mediating role of stress was spelled out by Dwight Bolinger (Bolinger 1958): a stressed syllable is a syllable that has the potential for being pitch-accented. The presence of the pitch accent depends on the position of the word in the intonational structure and on contextual factors ('information structure', see chapter 9); but a sure-fire context in which a pitch accent will appear is a citation pronunciation, a one-word utterance. In figure 2.2, panel (a) shows the $\mathrm{F}_{0}$ registrations of a sequence of citation pronunciations of pérmit and permit, in which the difference in the location of the $\mathrm{F}_{0}$ fall is clearly visible. The fall on mit in the noun is somewhat truncated. Panel (b) shows the noun pérmit in the compound work permit, in which there is no longer any appreciable


Fig. 2.2 Waveforms and $\mathrm{F}_{0}$ tracks of citation pronunciations of permit (Noun), permit (Verb) (panel a) and of the compound work permit (panel b), and of interrogative pronunciations of permit (Noun) and permit (Verb) (panel c).
$\mathrm{F}_{0}$ movement, because, in English compounds, there is no pitch accent on the second constituent. However, it is still the case that in this second constituent permit, the first syllable has the word stress.

A second point Bolinger made was that even if we restrict ourselves to oneword utterances, there is no single $\mathrm{F}_{0}$ feature that can be associated with stress. This is because English pitch accents come in different kinds. One of these
consists of a rising $\mathrm{F}_{0}$ movement, as shown in panel (c). There is now an $\mathrm{F}_{0}$ fall at the end of the first syllable, but the main stress is unambiguously on the second. Clearly, native speakers do not perceive stress in terms of some invariable $\mathrm{F}_{0}$ feature; rather, their perception amounts to a hypothesis about the complete prosodic structure of the utterance, which includes a choice of intonation pattern. In the case of panel (c), their hypothesis will not take the $\mathrm{F}_{0}$ fall as a pitch accent, but interpret it as the downward slope of a movement to the beginning of a rising pitch accent on the second syllable.

Phonological theory only caught up with Bolinger's understanding of the issue in the 1970s and 1980s, when Autosegmental Phonology created separate representations for tones $(\mathrm{H}, \mathrm{L})$, and stress came to be represented separately from intonation (Leben 1975; Liberman 1975; Goldsmith 1976; Goldsmith 1980; Pierrehumbert 1980). What was earlier seen as the highest degree of stress now amounted to the presence of a pitch accent. Just as bimoricity and stress correlate in the languages of the world, so do tones and stress. As in the case of bimoricity, the correlation is fed both ways: there are languages that put the stress where the tone is; others direct the tone to the stress.

The separation of (intonational) tone and stress has led to a more 'analytical' view of stress. For instance, many phonologists will now agree that 'Compound Stress', a pattern exemplified in work permit, does not in fact create any difference in stress at all, but is an accentual pattern that requires the first member to be pitch-accented and the second to be unaccented if the compound is spoken in isolation. (This accent disappears again in a context like That's MY work permit!) What were earlier seen as 'degrees' of stress tend now to be seen as discrete categories rather than points on a gradient. In the following section, the gradient and discrete views are briefly contrasted (see also Hayes 1995: 22; Ladd 1996: 46ff.).

### 2.2.4 'Degrees' of stress in English

In a commonly adopted view, stress is gradient. In that view, it makes sense to say that, just as tone is realized by pitch, stress is realized by a number of phonetic features, like duration and vowel quality, which are partly in a trading relationship. In its most extreme form, this conception implies that stress is infinite, in the sense that there is no principled limit to the degree of stress a syllable can have. At one time, this was expressed through the gradient feature [ $n$ stress] (Trager and Smith Jr 1951; Chomsky and Halle 1986). The idea was espoused more recently by Liberman and Prince (1977) in the 'metrical tree' representation (in which every node branches into a strong and a weak node and there is no principled limit to the number of nodes that can exist), as well as in interpretations of the metrical grid in which columns can be infinitely high (Halle and Vergnaud 1987). Conceptions of infinitely gradient stress naturally go together with the notion that phonetically more stress somehow means more of the same thing, and that a single representational device should be used to express these degrees. To put it somewhat crudely,
to get the right amount of stress, you need to get an appropriate admixture of those phonetic attributes. It has understandably been hard to demonstrate the existence of any such orderly sequence of stress degrees in the phonetic signal. One response to this problem has been to say that stress is 'relative' (Trager and Smith Jr 1951; Liberman and Prince 1977), that you cannot establish its degree, or presence, unless there are other syllables with different degrees of stress to measure it by. Another, perhaps more useful, response has been to point out that stress is ultimately a location in phonological structure, the left or right edge of a foot, and that the way that position reveals itself in the pronunciation of any language depends on the ways in which that language refers to these locations (Hayes 1995).

The view of stress as a bulk commodity, sketched in the preceding paragraph, contrasts with a compositional view, in which 'degrees of stress' are discretely different, expressed by different phonological entities, and possibly realized by different phonetic features. One version of this view, represented by Bolinger $(1958,1981)$ and Vanderslice and Ladefoged (1972), is summarized in (4). Here, the first cut is between unstressed and stressed syllables, or, for Bolinger (1958), syllables that will never be pitch-accented and those that may be. Stressed syllables then divide into accented (i.e. pitch-accented) syllables, given in capitals, and unaccented syllables.

| (4) 'Degree of |
| :--- | :--- | :--- |
| stress' |$\quad$| Position in |
| :--- |
| structure |$\quad$| Phonetic correlates, and |
| :--- |
| example |$|$| Unstressed | Weak syllable in a <br> foot |
| :--- | :--- |
| Stressed <br> unaccented | Qualitative and durational <br> reduction, steep spectral tilt <br> e.g. po- and -to in potato. <br> foot syllable in a <br> Vowels without qualitative and <br> durational reduction. Less- <br> steep spectral tilt e.g. caul- <br> and flow- in cauliflower, in the <br> utterance I LIKE cauliflower. <br> Accented |
|  | Stressed syllable <br> with an intonational <br> pitch accent |
|  | Strong syllable in foot, and so <br> likessed, but additionally <br> with pitch configuration heard <br> as 'sentence accent'. e.g. <br> caul- in the utterance I like <br> CAULiflower. |

The question is whether these three degrees of stress are enough to explain the facts of English. In general, languages typically distinguish primary from
secondary stressed syllables. The primary stress in an English word is defined by the syllable that receives the last intonational pitch accent when spoken in isolation. A secondary stress after the main stress, like -ga- in álligàtor is never pitch-accented. The distinction between primary and secondary stress must somehow be indicated in the representation, because the occurrence of post-primary (unaccentable) stressed syllables is not fully predictable. By the side of álligàtor (not *àlligátor), there is tàpióca.

In addition to blocking the association of a pitch accent, a syllable with secondary stress might be phonetically different from one with primary stress even in the absence of a pitch accent on the latter. This is true for Dutch. The minimal pair in (5) illustrates the point: each word has two feet, ordered primarysecondary in (5a) and secondary-primary in (5b).
(5) a. ['kai.mə.,ra:tjə] camera + tje 'camera+dim'
b. [,ka:.mə.'ra:tjə] kameraad + tje 'comrade+dım

When these words are pronounced without an intonational pitch accent, which occurs when they are used as the second constituent in a compound, as in FILMcameraatje 'little film camera' and FILMkameraadje 'little movie pal', the durations of the stressed syllables [ka:] and [ra:] are not the same across the two words (Gussenhoven 1993). In either case, but most clearly in the case of [ka:], the syllable with primary stress is longer than that with secondary stress (Rietveld, Kerkhoff, and Gussenhoven 2003). Additional evidence for the distinction is provided by the way in which a particular intonation contour, the 'vocative chant', is pronounced in compounds like (5) (Gussenhoven 1993). This contour, which for speakers of English is readily evoked by the spelling Jo-ohn!, consists of two or more level pitches. When used on polysyllabic expressions, levels continue through unstressed syllables, but not through syllables with secondary stress. What this means is that the distinction between secondary stress and primary stress must be phonologically represented independently of the presence of a pitch accent.

The evidence for the same distinction in English is not as strong. Hayes (personal communication 1992) suggests that there is a durational difference in cases like I didn't SAY 'ex-Rays' versus I didn't SAY 'x-rays'. An investigation of this issue might consider separating in word-internal situations, as when Burmese [,bз..'mi:z] is compared with Hermes ['h3i.,mizz], and word-combinations, as in Hayes's example. Also, it may make a difference if the two syllables are not adjacent, as in òverhául (Verb) versus óverhàul (Noun), or, for a multiword example, in the well-known 'No', said the Spanish teacher, where Spanish teacher could be either the compound SPANish teacher in isolation, i.e. a teacher of Spanish, or the noun phrase Spanish TEACHer, i.e. a teacher who is Spanish (cf. Schmerling 1974: 27). ${ }^{4}$

Duration is not the only parameter which might reveal a difference. In Gussenhoven (1991a), I suggested that there might be a systematic difference in
the way the final rise in interrogative intonations is pronounced on final unaccented stressed syllables. Imagine that $(6 a, b)$ are pronounced with a pitch accent for $S A Y$, low pitch for Bur-/Her-, followed by a final rise (the 'fall-rise' contour). The final syllable of Hermes might now be fully high-pitched, while that in Burmese might have a pitch rise. If this is a real difference, the timing of intonational pitch movements that do not mark accent would be sensitive to the distinction between primary and secondary stress.
(6) a. Had you already SAID Burmese?
b. Had you already SAID Hermes?

Assuming that there is a distinction between the two types of stress in English, as evidenced by durational differences and possibly $\mathrm{F}_{0}$ differences, the middle category in (4) must be split into 'unaccented primary stress' and 'unaccented secondary stress'. This compromises the fully compositional view of the table in (4) to the extent that there is a three-step gradient 'unstressed - secondary stressed - primary stressed', the second and third of which have greater duration than, respectively, the first and second.

Finally, English words frequently have two pitch accents, one on the main stress and one on a preceding secondary stress, like sar in sàrdíne, Cal- in Càlifórnia, or -so- in assòciátion (Pike 1945; Hayes 1995; Gussenhoven 1991a; Beckman 1986; Shattuck-Hufnagel 1995). Such words can be pronounced with the same intonation as any two-accent phrase can, such as The FIRST TIME (see chapter 14).

### 2.3 Intonation

Languages use pitch variation contrastively for the expression of discoursal meaning and for marking phrases. One of the important points developed in Ladd (1996) is that intonation is structural, just as lexical tone is structural, or morphological paradigms are. In principle, an intonation contour has two structures: a morphological one, which identifies the morphemes and thus gives the meaning of the contour; and a phonological one, which gives its tones. This 'duality of structure' is further discussed in chapter 4, together with other diagnostics of the structural status of intonation.

Intonational tones appear either on (or near) accented syllables, in which case they are (intonational) pitch accents, or at the edges of prosodic constituents, like the intonational phrase, in which case they are boundary tones (Pierrehumbert 1980; Pierrehumbert and Beckman 1988). Pitch accents are tones like $\mathrm{H}^{*}$ and $\mathrm{L}^{*}$ or tone complexes like $\mathrm{H}^{*} \mathrm{~L}$ and $\mathrm{LH}^{*}$. The bitonal ones have either a leading tone before the $\mathrm{T}^{*}$ or a trailing tone after $\mathrm{T}^{*}$, whereby the starred tone associates with an accented syllable. ${ }^{5}$ Such syllables, a subset of the stressed syllables, are assumed to be marked with a feature 'accent', which means that they require a pitch accent. Their location is determined by a variety of factors in English, and other languages will share these factors with English. There are first of all lexical
rules, like those that determine the main stress and thus the accent location in a citation pronunciation of, say, piANo, and the Compound Rule, which removes this accent in the second constituent of GRAND piano. These lexical rules do not exist in French, for example (see chapter 13). Phrasal phonology subsequently imposes rhythmic distributions, as in a VEry nice PICture, where the accent on nice is absent because it is too close to the other accents ('clash', see section 7.4 and chapters 13 and 14). A third factor is focus, or information structure, which will cause further accent deletions on words that represent known information (see also section 5.7.1). The latter kind of rule is often absent in languages spoken on the northern shores of the Mediterranean, like Italian and Greek. Utterances will contain at least one accented syllable, which is usually indicated by capitalization, as has been done here.

Example (7) illustrates these concepts. The sentence consists of two intonational phrases, each with one accent. In the first intonational phrase, or $\iota$, report is unaccented because it is the second element in a compound, while incident in unaccented because it is meant to be known to the listener: the context of (7) is in fact the incident concerned. In the second $\iota$, the only lexical word is mentioned. The rest are function words, which typically remain unaccented. As for the tones, both $\iota$ s begin with a boundary L-tone, superscripted for the $\iota$ they come with. Although English also has initial $\mathrm{H}_{l}$, this is the neutral choice. The first $\iota$ ends in $\mathrm{H}_{\iota}$, typically used for $\iota$ s that are non-final in the sentence, and the second in $\mathrm{L}_{\iota}$, typically used in final $\iota$ s. The pitch accent is bitonal $\mathrm{H}^{*} \mathrm{~L}$, where the trailing $L$ is responsible for the fall immediately after the accented syllables. The stylized tonal targets and the contour illustrate how this structure is pronounced. Details of association of intonational tones are given in chapter 7, while chapter 15 presents the full tonal grammar of English. At this point observe how only the $\mathrm{T}^{*}$ is associated to a syllable, and that therefore most syllables are tonally underspecified (cf. section 3.3.6).


The final boundary $\mathrm{H}_{\iota}$ will remain on the right hand boundary of the $\iota$ when it is shortened, as in (8) (cf. Ladd 1996: 44).


In (9a), the accented syllable is final in the $\iota$, which causes the pitch accent and the boundary tone to be realized on the same syllable: a complex contour arises on -port. In a final $\iota$, its meaning will be that of a reminder, or of a confirmatory question. In (9b), the pitch accent has changed to $L^{*} H$. Now the meaning is that of a (surprised) question. This is the same interrogative contour as used on 'permit (Noun) and on the second syllable of per'mit (Verb) in panel (c) of figure 2.2, the declarative contour of panels (a) and (b) is the same as that used on mentioned in (7). Finally, we could now add syllables again by replacing rePORT with PRESS reports of the incident to show the separation $\mathrm{L}^{*} \mathrm{H}$ and $\mathrm{H}_{l}$. Thus, more so than in the case of lexical tone, the pitch on the syllable associated with intonation tone is highly dependent on the context. Assuming $\mathrm{H}^{*} \mathrm{~L} \mathrm{~L}_{\iota}$, a syllable like press has falling pitch if it is $\iota$-final but high pitch otherwise, while with $\mathrm{H}^{*} \mathrm{~L} \mathrm{~L}_{l}$, it will have high pitch in Pressing them, falling pitch in Pressing and falling-rising pitch in Press.
(9) $a$.

b.


In addition to informational (or 'discoursal') meanings, intonation has been claimed to have emotional or attitudinal meaning. In chapter 5, it will be argued that interpretations like 'surprise', 'friendliness', 'authoritativeness' are typically not due to intonational morphemes, but arise during the phonetic implementation of the pitch contour, and are as such non-structural. They form part of a wider class of paralinguistic vocal, facial, and manual gestures which may accompany speech. In chapter 4, a principled distinction will be drawn between the linguistic and paralinguistic use of pitch variation, while chapter 5 attempts to explain how the paralinguistic pitch features come to have the (universal) meanings they have.

## Notes

1. As Bolinger points out, the unstressed vowels in many, fellow contrast with vowels in secondary stressed syllables in teepee and NATO, which words are rhythmically like insect /'in, sekt/ rather than inner /'inə/.
2. Left-to-right footing would have produced the equally a-rhythmic *[(ta:s)(hoki)(ta)].
3. In a widely accepted foot typology, the trochaic foot has been redefined as a moraic trochee, as opposed to a syllabic trochee. A moraic trochee consists either of a single heavy syllable or two light syllables. In Hayes's theory, there are no 'moraic iambs'.
4. There have been durational investigations which failed to find a distinction (Huss 1975; Faure 1980). Huss (1978) did measure durational differences between post-nuclear
realizations of pairs like ímpòrt - impórt, but listeners did not recognize the words. Arguably, too, in pairs like these, the first syllable of the verb is unstressed, rather than secondarily stressed.
5. A third tone type, the 'phrase accent', has been claimed to be intermediate in behaviour between pitch accents and boundary tones (Pierrehumbert 1980; Beckman and Pierrehumbert 1986; Grice, Ladd, and Arvaniti 2000). See further, chapter 7.

## 3

## Pitch in Language II: Tone

### 3.1 Introduction

All languages use vowels and consonants in the representation of their words, ${ }^{1}$ and a large number, referred to as 'tone languages', also employ tone for this purpose. In this chapter, the question of how pitch variation is used in language is continued from chapter 2 with a discussion of lexically contrastive tone patterns. Some background is provided in section 3.2, while in section 3.3 the notion Tone Bearing Unit is introduced and the autosegmental representations it implies. While rejecting the idea that there is a meaningful class of 'accent languages' (in the way that a class of 'tone languages' can be defined), we define accent as a location for a (lexical or intonational) tone contrast, following its use in the same sense in section 2.3 (section 3.5). Observe that the notion is distinct from pitch accent, which is a tone or a complex of tones occurring in the location designated as 'accented'. When 'accent' is compared with the notion 'word melody', both can be seen as devices that explain distributional restrictions of tones. In a final section, the combined use of intonational and lexical tone is briefly illustrated.

### 3.2 Tone languages

The earliest distinction within the group of tone languages is between those that just have level tones, which require the syllable to reach a certain pitch height, and those that also have contour tones, which require the syllable to be said with a pitch movement. Pike (1948) termed these 'register tone languages' and 'contour tone languages', respectively. Additionally, tone contrasts have a paradigmatic dimension, the number of tonal contrasts possible on a given syllable, and a syntagmatic dimension, the number of positions in a word where these contrasts are used. As for the first dimension, many tone languages just have a binary level contrast, and the symbols H (high) and L (low) - shorthand notations for the two
values of a binary feature like [ $\pm$ Hightone] - therefore often suffice to describe them. The number of level tone contrasts may, with increasing rarity, reach three, four, or five (Maddieson 1978). A three-way contrast occurs in Yorúbà (Laniran 1990), a four-way contrast in Mambila (Connell 2000), and a five-way contrast in Benčnon (Wedekind 1983), which language additionally has a contour tone, a rise. Admittedly, the lowest level tone of Benčnon may be somewhat falling and the highest somewhat rising, but these features seem to be there to improve distinctiveness ('enhancement', see chapter 5 , section 5.3 ). Benčnon may well hold the world record for the number of contrasting phonologically level tones. The highest tone in the five-level tone system of Trique only co-occurs with the next highest on a word-final syllable, where the tones may generally form contours. As a result, a minimal quintuplet with five-level tones is systematically ruled out (Longacre 1952). Clearly, to represent these contrasts more is needed than a binary feature. The introduction of a further binary feature [ $\pm$ upper] increases the number of contrasts to be expressed to four, but no consensus exists on what is the best feature system (Hyman 2001b). The number of contrasts including contour tones may go up to eight, as in Iau (West Papua) or more (Bateman 1990). Sagart (1999) estimates the range for Chinese languages to be from three to ten, with tonal complexity increasing as one goes from northwest to southeast. Establishing the number of contrasts can be difficult, because in many cases there are segmental correlates, with some tones only appearing before glottal stops, for instance, or voice quality correlates, with some tones combining with breathy voice and others with creaky voice. The latter type of variation is known as 'register' variation. ${ }^{2}$ More discussion of representational issues is postponed till section 3.3.4.

Along the syntagmatic dimension, languages vary in the number of positions in which a tone contrast can be made. The densest case was earlier taken to define the notion 'tone language' by Pike (1948: 3), for whom a tone language was 'a language having lexically significant, contrastive, but relative pitch on each syllable'. He explicitly excluded languages restricting tonal contrasts to specific syllables, like Norwegian and Japanese, but reserved judgement on what the best typology would eventually be (1948: 14). Languages with a contrast on every syllable, for which Voorhoeve (1973) introduced the term 'unrestricted tone language', are in fact relatively rare, and most tone languages are thus 'restricted' in this sense. 'Restricted' tone distributions can often be usefully described in terms of 'word melodies', whereby a number of tone patterns are abstracted from the number of syllables in the word, as discussed in section 3.3.2; or 'accent', whereby a single melody is abstracted from its location in the word, as discussed in section 3.5 .

Below, the formal representation of tone $(\mathrm{H}, \mathrm{L})$ is discussed. Informal notations vary per subdiscipline. In a widely used notation system introduced by Africanists, lexical tone is indicated by typographical accents over the vowel, as in (1). A tonal interpretation is given in the third column. ${ }^{3}$

(1) | $\sim$ | high | H |
| ---: | :--- | :--- |
|  | $\sim$ | low |
|  | $\sim$ | falling |
|  | $\sim$ | HL |
|  | $\sim$ | rising |
|  | falling-rising | HLH |
|  | $\sim$ | rising-falling |
|  | LHL |  |
|  | mid | $M$ |

Sinologists frequently use the system introduced by (Chao 1930), which comes in two forms. One is the use of 'letters' showing the pitch trajectory, and the other is the use of minimally two digits from 1 (low) to 5 (high), as in the second and third columns of (2) for the four Mandarin tones. A tonal interpretation is given in the fourth column. These tone letters are also used in work on American languages, where the scale is reversed such that 1 is the highest tone. (The rise in (2c) may be due to an utterance-final boundary tone. See also (14).)

| (2) a. $\mathrm{ma}^{55}$ | 7 | H | 'mother' | (Tone 1) |
| :--- | :--- | :--- | :--- | :--- |
| b. $\mathrm{ma}^{35}$ | 1 | LH | 'hemp' | (Tone 2) |
| c. $\mathrm{ma}^{21(4)}$ | $\lambda$ | $\mathrm{L}(\mathrm{H})$ | 'horse' | (Tone 3) |
| d. $\mathrm{ma}^{51}$ | V | HL | 'scold' | (Tone 4) |

More than half of the languages in the world are tone languages (cf. Yip 2002: 1; Crystal 1987: 172). Dense concentrations are found in South East Asia and Japan, Africa, and the Americas. Many of the languages spoken in New Guinea (East Papua and the Indonesian province of West Papua) are tone languages (Donohue 1997; Cahill 2000), while there are a few languages with lexical tone in Europe, specifically the Swedish-Norwegian dialect continuum, Lithuanian, what is now called Serbian, Slovene, the Central Franconian and Limburg dialects of German and Dutch, some varieties of Basque, and languages in the Caucasus (van der Hulst 1999), as well as sporadically in the Pacific (Rivierre 2001). Most descriptive and theoretical work has been done on the languages in Africa, Mexico, South East Asia, and Japan, while less attention has been given to the languages of Caucasus, the Amazon, and the eastern Indonesian archipelago. For more information, including maps showing tonal areas, see Yip (2002).

### 3.3 Autosegmental representations of tone

Autosegmental phonology represents tones on a separate tier from the rest of the representation: the tones are autonomous segments, or autosegments. One class of arguments for this mode of representation over one in which the speech stream is analysed as a single train of segment-sized slices centres on the mutual independence of the element in the segmental representation, syllables in (3), and the tone. If only representations like (3a) were needed, tone would form an integral part of the syllable, or the vowel in it: they would share each other's fate
in deletions and insertions. In allowing (3b,c), the theory predicts that a tone can disappear while the vowel it occurred on remains, or vice versa. Representation (3b) is that of a contour tone, which frequently arises at the edges of words or phrases, while the continuation of a tone's pitch value on an adjacent Tone Bearing Unit (TBU) can be represented as in (3c), a multiple association of a tone.
(3)


one-to-one
b. $\quad \bigwedge_{\mathrm{T}}^{\sigma}$
contouring

multiple association

### 3.3.1 The Tone Bearing Unit

One issue arising in an autosegmental representation is the number of tone contrasts per syllable, and the related question of how tones distribute themselves over a word. The 'Tone Bearing Unit', or TBU, is the element in the segmental structure to which tone associates. Imagine two dialects A and B, both of which have the word (4a), but where dialect A has (4b), dialect B has (4c).
(4) a. tàtá
b. tà:tá c. tǎatá

Dialects A, B Dialect A Dialect B
Dialect $A$ has the same tone pattern on the two words, high tone on the first syllable, low tone on the second. At first sight, one might say that dialect B has different tone patterns on its two words, low-high on (4a) and rise-high on the second word (4c). However, in dialect B, too, the patterns of (4a) and (4b) could be said to be the same, provided we distribute the tones over the moras instead of the syllables. Since the first syllable is bimoraic in (4c), LH will occur on the first syllable, creating a rise; the second syllable then has high tone through the multiple association of H . This is seen in (5), which representations match the words in (4). Each tonal association leads to a 'tonal target', indicated by bullets, which are interpolated to give the contour, here as elsewhere given in a stylized form (Bruce 1977; Pierrehumbert 1980).


Many tone languages are like dialect B, while others, like Kikuyu, are like dialect A. Languages with the mora as the TBU often require tone-bearing moras to be [ + sonorant]. In such cases, a short vowel is a single TBU, a long vowel or diphthong is two TBUs, and a sonorant consonant in the coda is a TBU, like [ $\mathrm{m}, \mathrm{n}, \mathrm{l}, \mathrm{r}, \mathrm{w}]$, but $[\mathrm{k}, \mathrm{b}, \mathrm{f}]$ or [z], for instance, will not bear tone. The reason for the restriction to sonorant consonants is that the consonantal stricture for obstruents,
in particular stops, inhibits airflow, needed for the process of vocal fold vibration, which makes them unsuitable for the execution of pitch variation. For instance, the Dutch dialect of Venlo has a binary tone contrast in stressed syllables, but while syllables containing one sonorant mora can have stress, they cannot have the tone contrast. Examples of syllables that can have the contrast are presented in (6a), all of which have minimally a long vowel, a diphthong, or a short vowel plus sonorant consonant. Those in (6b) either have a second mora containing an obstruent or have no second mora, $[\mathrm{m}]$ forming the onset of the second syllable in [I.mə].
(6) a. Tone contrast possible: [ $\quad$ : am, e:k, $\varepsilon \mathrm{in}$ ]
b. Tone contrast impossible: [at, $\varepsilon f$, i.mə]

Thus, languages vary not only in whether the syllable or the mora counts as the unit to which tone is assigned but will also vary in the further conditioning of the mora or syllable. In restricted cases, they may require the TBU to be in a stressed syllable, or in some domain-final syllable. At the liberal extreme, there are languages like Tiv, in which voiced obstruents can bear tone (Pulleyblank 1986), and Luganda, where the first half of a geminate consonant may be a TBU, as in [òmùsádd3á] 'man' (Larry Hyman, personal communication 2003).

### 3.3.2 Word melodies

Imagine a language with two level tones, H and L , and two contour tones, LH and HL, where the contour tones only occur on monosyllabic words; moreover, in polysyllabic words, the restriction holds that if the first syllable is high-toned, the remainder of the word is low-toned, and vice versa, as shown in (7).
(7) a. tâ tátà tátàtà tátàtàtà
b. tǎ tàtá tàtátá tàtátátá

How could we avoid listing these distributional restrictions as in the sentence above (7), and instead describe the situation in a way that somehow explains these restrictions? The wrong move would be to assume that the rightmost word in (7a), for instance, is represented as in (8). Instead, we can assume the grammar contains two tone 'melodies', HL and LH, one of which is part of the representation of any given word. When combining with a monosyllabic word, both tones associate with the one TBU, but if there are two, each tone has its own TBU, and if there are more TBUs than tones, the last one associates with all following syllables. This is shown for LH in (9a) and in (9b) for HL.
(8) tátàtàtà
| | | |
HLLL

| a. tǎ | tàtáa | tàtátá | tàtátátá |
| :---: | :---: | :---: | :---: |
| LH | $\mid$ | LH | LH |
| LH |  |  |  |



To give a real example, the tone pattern of the Etung noun [èkát] 'leg', in which L is associated with the first syllable and H with the second (10a), is the same as that of [nǒy] 'how' (10b), where both L and H are associated with one syllable (Edmondson and Bendor-Samuel 1966). Multiple association arises in a word like [bìsóyé] 'spoon', which again has the same LH-melody, but where the number of tones is smaller than the number of TBUs (10c). In addition to LH, Etung has the word melodies H (e.g. ékúé 'forest', kpá 'first'), L (e.g. kpè 'even', èjỳrì 'dress') and LHL (e.g. m̀búà 'goat', èt fî 'head'), LLH (e.g. òròbé 'bean', èbǐn 'farm', HHL (e.g. ésébè 'sand', ébêk 'eagle').


The extraction of the word melodies from the words in the language allows us to explain a number of distributional restrictions of complex tones. To return to the hypothetical language in (7a,b), if we assumed representations like (8), we would have to state explicitly that contour tones only occur on monosyllabic words, or that a tone on the second syllable of any word is never followed by a different tone in the same word. Similarly, for Etung, we would have to state that the rise only appears on monosyllabic words or on the final syllable of disyllabic words, and so on.

## Association Convention(s)

Postulating a word melody implies the availability of a mechanism to distribute the tones over the word. The representations in (10) are obtained by associating tones and TBUs from left to right, with contouring on the rightmost TBU and multiple association of the rightmost tone. A language that behaves in this way is Kukuya, which has L, H, LH, HL, and LHL word melodies. Only in the case of LH is a special provision required to create the pattern $\mathrm{L}-\mathrm{L}-\mathrm{H}$ in trimoraic words (as opposed to $\mathrm{L}-\mathrm{H}-\mathrm{H}$ ) (Hyman 1987). Another language that is describable in this way is Mende (Leben 1973), although it has a number of deviant patterns. When not all tone patterns can be described with the help of a single association algorithm, lexical associations need to be included, as in Mende (cf. Dwyer 1978; Zhang 2000). Indeed, Leben (1978) incorporated words with pre-linked H-tones in Mende, i.e. words with tones associated in the lexicon. When the number of pre-linked words is larger, rival analyses without word melodies become plausible. The separation of words and word melodies can be maintained longer if sequences of like tones may occur in melodies, as in the case of Etung's LLH. (The constraint banning sequences of like tones from word melodies, the Obligatory Contour Principle, is discussed in the next section.)

Left-to-right association of one tone to one TBU plus rightmost contouring and spreading has been regarded as the default type of melody association, and is enshrined as the Association Convention (Goldsmith 1976). However, this pattern is by no means universal (Hyman and Ngunga 1994): word melodies may have different patterns of association. In Kikuyu, the first tone always associates to the first two syllables; for the rest, it is like Mende. Kairi, spoken in West Papua, has the four word melodies H, LH, HL, and LHL, as illustrated on pá 'pulverize', pǎ 'split', $\mathrm{p}_{\mathrm{e}}$ 'by, with', and pă 'kind of tree'. Here, the two rightmost tones contour on the last syllable regardless of word length (Newman and Petterson 1990), as illustrated in (11).

b. ròràkàně

'palate'

'fight'
d. àràwê
'post'

The Nakamura dialect of Japanese (spoken on the island of Okinoshima) has three word melodies: HLH, where L associates with all syllables except the first and last; LHL, where H associates with all syllables except the first and the last; and $\mathrm{H}-\mathrm{LH}$, where the complex LH associates with the last syllable, as illustrated in (12a,b,c), respectively (Uwano 1999).




### 3.3.3 Obligatory Contour Principle

It has often been assumed that word melodies obey the Obligatory Contour Principle (OCP). The OCP holds that adjacent like tones are banned. In fact, sequences of like tones can contrast with multiply associated tones, as they do in Kishambaa (Odden 1986). The second H in (9b) is realized at mid pitch, an effect known as Downstep, to be discussed in section 6.3.3.


Since the OCP is not obeyed universally, the decision to allow HHL and LLH among Etung's word melodies becomes viable. The OCP is, however, widely attested in the world's languages, not just for tones but for many other phonological features as well. A quite drastic case is that of Bengali intonation contours, in which every tone differs from its neighbour, and violations are corrected by
tone deletion (Hayes and Lahiri 1991b). Within Optimality Theory, a constraint whose effect is discernable only on some occasions is entirely to be expected (see chapter 8).

### 3.3.4 Tone contrasts

As will be clear from the above sections, Pike's (1948) contrast between level and contour tones is readily accommodated in autosegmental representation. For instance, the four tones of Mandarin are represented as in (14) (Duanmu 2000; Yip 2002: 180). The H in (14) is an utterance tone, since it is not present when the word is non-final.


A further distinction may be made. Contour tones have been argued to be of two kinds (Yip 1989). One type arises as a result of TBU-deletions ('stability') or of contouring on final syllables for lack of further syllables. Such 'tone clusters' differ from 'tone contours' much in the way that diphthongs in Hawaiian, which are combinations of identifiable monophthongs, differ from diphthongs in, say, Dutch, where the separate elements of $/ \varepsilon i /$ are not to be identified with the monophthongs $/ \varepsilon /$ and $/ \mathrm{i} /$, respectively. For instance, the first element of $/ \varepsilon i /$ is currently more open in the speech of younger speakers, while the monophthong $/ \varepsilon /$ is closer than in the speech of older speakers. They are therefore undergoing separate developments, which suggest that they belong to separate phonemes. In addition to analogous considerations for contour tones, Yip (1989) argues that, unlike tone clusters, contour tones may spread as units, as in the case of a fall which spreads as such in Danyang Chinese. Accordingly, she proposes a tonal root node between tones and the syllable or mora, such that (15a) is a tone cluster, but (15b) a tone contour. In the usual case, tones spread from root node to root node, but in the less usual Danyang case, the root node spreads from syllable to syllable. Likewise, contour tones whose elements are not equatable with level tones will have representations like (15b). Yip's contrast has been adopted for intonational pitch accents by Grice (1995b) (see section 7.3.1).


As noted earlier, multiple contrasts may exist among level tones. There have been a number of proposals for distinguishing four or five level tones, which are
surveyed in Fox (2000: 200ff.) and Yip (2002: 42). The acceptance of a generally applicable feature system appears to be hindered by the fact that different languages group tones differently for the purposes of various generalizations. Thus, a mid tone $(M)$ that in one language shares certain properties with L-tones will in other languages behave like H -tones (see also section 6.3.6). The languagespecific nature of feature analyses is illustrated by [ $\pm$ murmur], recently proposed by Duanmu (2000). A [ - murmur, + High $]$ tone is higher than a $[+$ murmur, + High $]$ tone, and $[-$ murmur, - High $]$ is higher than $[+$ murmur, - High $]$, but the $\mathrm{F}_{0}$-relation between $[+$ murmur, + High $]$ and $[-$ murmur, - High $]$ is undetermined and may vary with language or context. While the feature can be used to express the connections between certain tones and voice quality in South East Asian languages, like that between Mandarin Tone 3 and creaky voice, not all languages have such contrast-enhancing voice quality differences between their tones. Hyman (1993) merges the representation of contour tones with the representation of mid tones by introducing a further tier between the tonal root node and the tone tier, the tonal tier. The TBU and the tonal root node dominate cluster contours and unit contours just as in (15), while H and L that are dominated by a branching tonal node characterize a single mid tone.

Yip's tonal root tier of (15) and the tonal tier of Hyman (1993) are among a number of proposals introducing tiers besides the regular tone tier. A 'register' tier has been used by Yip (1980) to account for contrasts between high falls and low falls in Chinese languages, like Cantonese. Both would be HL, but in one case the syllable is specified as [+Upper] and in the other as [-Upper]. Snider (1999) introduced a register tier for the description of upstep (see section 6.3.7) in tone languages, while Inkelas and Leben (1990) used it for the description of interrogative intonation in Hausa. A related form of representation is the tonal tree, used by Clements (1983) for the description of downstep in tone languages and by Ladd (1990a) for register shifts in English. It is not clear that the phenomena described by these devices are in all cases phonological rather than phonetic (see chapter 4 and section 6.6.1). A complete survey of proposals up to 1999 is given by Bao (1999) with reference to Chinese languages.

No intonation-only language has been argued to have more than a binary tone contrast. The tone languages that are dealt with in chapters 9 to 12 have just a single lexical tone contrast.

### 3.3.5 Toneless and tonal morphemes

The creation of multiple associations is known as spreading. Apart from the association of word melodies in underived words, spreading typically occurs when toneless suffixes are added to stems that have tone. The pronunciation of the suffix can be explained by the spreading of the last stem tone to the empty TBU of the suffix, as shown in (16a), where the dotted line expresses the establishment of the new association. In Siane, which has the three contrasting
word melodies $\mathrm{H}, \mathrm{L}$, and LH, suffixes receive the last tone in this way, as shown by màłókáfó 'taro+ERGATIVE', from màfó 'taro' (James 1994). In fact, the existence of toneless morphemes in a tonal language is evidence that tone and TBUs are represented separately. The reverse case, morphemes that consist only of tone, is not uncommon in African languages, an example being the Bambara definite noun suffix given in (16b). Such morphemes are sometimes called 'floating tones'. This usage competes with the meaning of a tone which remains unassociated in the representation, a mode of existence which is independent of the tone's morphemic status. For the former meaning I will use the term 'tonal morpheme', while the term 'floating tone' is reserved for the situation in (16c). In chapter 6 the existence of floating tones will be motivated.


### 3.3.6 Empty TBUs

As became clear in the above sections, not every TBU is specified for tone in the lexicon. Languages can roughly be placed on a gradient of tonal density. A language exploiting the full range of positions for a binary tone contrasts is Sikaritai, in which every syllable of every word and affix is marked either H or L (Donohue 1997). This situation appears to be rare, however. Even Mandarin, which has tone on every syllable of every root, has word-final 'neutral', i.e. toneless, syllables (Duanmu 2000). Moving further towards the sparser end of the spectrum, Dagaara contrasts H and L in stressed syllables only, tone being predictable elsewhere (Anttila and Bodomo 2000).

A further dimension comes into view when we ask ourselves the question whether, and if so when, TBUs that are empty in the underived forms get to have tones associated to them. Often, this occurs in the lexicon as part of the derivational phonology as illustrated in (16a). In other cases, this may happen only after the words have been put in the sentence (see also section 4.3.1), while in other cases still, no tone is specified at all ('phonetic underspecification', see section 7.2.4). Yorùbá is an example of a language with 'late' M. On the surface, it has a three-way contrast between high, mid, and low tone. However, the mid tone is in fact no tone at all, since unlike H and $\mathrm{L}, \mathrm{M}$ behaves as if it is not there. For one thing, while H and L readily spread to create HL or LH contours on single syllables, no contour tones with M occur with any regularity. If the reasonable assumption is made that contour tones must have at least two specified nodes, this fact follows without further ado. The reason why an M-tone must nevertheless be specified at a certain point is that contrasts between M and MH do arise when a sentence-level H is introduced (Laniran 1990: 13). In other languages, however, one of the 'tones' may in fact be the phonetic realization of a
lexically toneless syllable, as happens in Chichewa, where $\mathrm{F}_{0}$ peaks occur fairly precisely in syllables associated with H-tones, but $\mathrm{F}_{0}$ troughs do not, and are better accounted for by assuming they occur midway between peaks, suggesting they are just $\mathrm{F}_{0}$ slumps between targets of H-tones (Myers 1998) (see Hyman 2001a for a survey of tonal underspecification in Bantu languages). Phonetic underspecification of syllables without word stress is the typical situation in European languages with lexical tone, like Swedish (chapter 11).

### 3.4 Other sequential restrictions

In addition to word melodies and toneless morphemes, languages may have contextual restrictions on the number of contrasts. Chinese languages frequently disallow particular sequences of contrasting tones. Tone 3 in Mandarin cannot appear after Tone 3 within a phrasal domain: instead of 33,23 is used. As a result, disyllabic words only have 12 , not 16 , possible tone patterns (disregarding neutral tone). Such tone sandhi occurs in many Chinese languages (Chen 2000). In Wenzhou, a Wu dialect, there are six contrasting word tones, but only 14 of 36 possible disyllables actually exist (Chen 2000: 478). Historically, tone sandhi must have originated in allophonic variants of tones which came to resemble other tones of the language and were subsequently equated with them. Today these replacements often appear arbitrary. The Mandarin Tone Sandhi can be seen as the repair of a violation of the Obligatory Contour Principle, created by the sequence of two L-tones (Yip 2002). In fact, at least for some speakers, there may be a subtle difference between a lexical disyllable 23 and a 23 that comes from a lexical 3 3, suggesting that the sandhi might still be allophonic (Peng 2000). A clearly lower rise than Tone 2 is used for the first Tone 3 in 33 in the Hailar dialect (Feng 1999). Tone sandhi may take on more complex forms when (a subset of) the tones of a language replace each other, a phenomenon known as a 'tone circle' or 'tone clock' (Iwata 2001).

### 3.5 Accent

The term 'accent' is here used to mean a place marker for the insertion of a tone or word melody (Hyman 1978; Goldsmith 1976; Gussenhoven 1991a; van der Hulst 1999). If a tone language with a free distribution of $H$ and $L$ on all syllables, as illustrated in (17), were to lose the pattern represented by (17c), the new dialect could be analysed as an accentual language, as shown in (18). Instead of listing the tone pattern for every word, as in the older dialect (17), the underlying representation could just mark the TBU of the word which is to receive a H , the accented TBU, marked with an asterisk. Any other TBUs would get L-tone 'by default'. The tonal grammar would be rather different, since instead of underlying representations with a tonal specification for every TBU, the new dialect marks some words with an accent on one of its syllables. The only surface difference is the absence of pattern (17c) in the new dialect.
(17)
a. tá
b. tà
c. tátá
d. tàtà
e. tátà
f. tàtá
a. tả
b. ta
d. tata
e. tâta
f. tata ${ }^{*}$

Many Bantu languages can be interpreted either as accentual or tonal (Clements and Goldsmith 1984b). In an accentual analysis, a word like [tátátàtà] might have the representation (19a) instead of (19d). On the surface, (19a) would be provided with (19b), as in (19c), where the starred tone associates with the accented TBU. L will associate with the next mora, with each tone subsequently spreading to adjacent empty TBUs.


Goldsmith (1976) proposed an accentual analysis of Tonga (Bantu). Tonga nouns consist of a stem preceded by the nominal marker [i] and a noun class prefix. Tonally, there are three classes of disyllabic stems, as illustrated in (20). All three nouns end in low pitch, but, depending on which stem is chosen, the low pitch begins on the last syllable (20a), the penultimate syllable (20b), or the initial syllable (20c) (from Goldsmith 1984).
(20) a. í+mó+ómbè 'calf'
b. í+mó+òmbè 'edge’
c. ì+mà+tòngò 'ruins'

This three-way contrast can be described by assuming that stems either come with a HL melody, in which case the L-tone is either on the first or on the second syllable, or have no tone. Instead of including the HL melody in the underlying representation of stems that have it ('accented words'), it suffices to mark a syllable: either their first, [oैmbe] 'edge', or the second, [ombeै] 'calf'. Unaccented stems have no star: [tongo] 'ruins'. In the HL word melody, the L is marked out as the tone that goes to the syllable with the star: $\mathrm{HL}^{*}$. To describe the low-toned unaccented words, Goldsmith assumes that unaccented words receive a default accent on the first syllable of the complex word, and that the initial floating H-tone is deleted, causing all syllables to have low pitch. (A rival analysis here would be that unspecified syllables get L-tone by default.)


### 3.5.1 Assigning and deleting accent

The inclusion of a contrastive place marker for tone in the lexicon and the resulting distinction between accented and unaccented noun stems embodies the claim
that the language learner only needs to register whether a given word is accented and, if so, on which syllable. A strong indication that an accentual analysis of a language's tonal system is correct is the existence of 'accent rules', morphosyntactic regularities in the location of the accent, enforcing either its presence ('accent assignment') or its absence ('deaccentuation' or 'accent deletion'). For instance, morphological processes may require the stem to have a tone or a tone complex like HL on the syllable immediately before an affix ('pre-accenting suffix'). Typically, there are restrictions on the number of such accents in the word, such that only the leftmost or only the rightmost is retained. An example that has pre-accenting suffixes and an upper limit of one accent per word, the rightmost, is given in (22), which illustrates the Japanese pre-accenting suffix -ke ('the X family'). Since the accent assigned by the suffix survives, the difference between accented (22a, b) and unaccented (22c) words is neutralized (Poser 1984).

| a. hâra | haráke | 'The Hara family' |
| :--- | :--- | :--- |
| b. a* andoo | andơoke | 'The Andoo family' |
| c. matumoto | matumotơke | 'The Matsumoto family' |

Japanese accented words have a pitch fall from the accented syllable which is absent in unaccented words. An accentual analysis will have a star on the syllable on which the melody $\mathrm{H}^{*} \mathrm{~L}$ is to be inserted (Haraguchi 1991). By contrast, tonal analyses will include HL (or H, with L being supplied later) in the appropriate location of the underlying words, and allow the morphology to assign and delete the actual tones (Poser 1984; Pierrehumbert and Beckman 1988). Of course, whichever way we look at it, Tonga and Japanese are tone languages. For this reason, Hyman (2001b) avoids making the presence of tone in the lexicon a crucial criterion for a 'tone language'. In his definition, a language has tone if 'an indication of pitch enters into the lexical realization of at least some morphemes'.

An analysis that combines the abstraction of word melodies and the abstraction of accent is given by Uwano (1999) for the Japanese dialect of Ibukujima. Uwano calls the word melodies 'registers' and the accent a 'kernel', and I take the liberty of paraphrasing his description here. Words have the melodies H ('high', (23a)), LH ('rising', (23b)), and HL ('falling' (23c)), each of which may occur on monosyllables. In polysyllables, H of LH goes to the last syllable, leaving any syllables to the left for $\mathrm{L} . \mathrm{H}$ of HL associates with the first two syllables in words with three or more syllables, leaving any further moras for L . This falling pattern falls to mid pitch, indicated by the overstrike. In unaccented words, these are the only available patterns.
(23) a. íwátórí 'chicken’
b. kibìbàtàké 'millet field'
c. átámākāū 'number of persons’

In accented words, these melodies are confined to the part of the word to the left of a fall to low pitch, which begins on the accented syllable. In final accented
syllables, which only occur in LH-words and in monosyllabic H-words, the fall occurs inside the syllable, instead of after it. In LH-words, the leftmost syllable that can be accented is the second, and in HL words, the third. Examples of polysyllabic words with 'earliest' positions of the accent are given in (24a,b,c) for a high, rising, and falling word, respectively. The accented syllables appear to have $L^{*}$, which spreads right to any post-accentual syllables.
(24) a. ícyòòyàkù 'digestive'
b. kinóbòrì 'tree climbing'
c. sádógāsìmà 'Sadogasima (place name)'

### 3.5.2 Accent without a subgroup of unaccented words

Rules deleting or assigning tone(s) may sometimes be usefully formulated in terms of 'accent' even in the absence of a division of the lexicon between 'accented' and 'unaccented' words. A language may have a single lexical tone whose distinctiveness resides in its location. Somali nouns either have an H -tone on the last mora or on the last mora but one, as shown in (25). Since long vowels have two moras, an H-tone can only appear on the penultimate syllable if the final syllable is monomoraic, as in ( $25 \mathrm{c}, \mathrm{d}$ ). The contrast is used for the expression of gender (25a) and number ( $25 \mathrm{~b}, \mathrm{c}, \mathrm{d}$ ), while there are many constructions that cause the removal of the H-tone (Hyman 1981).

| (25) a. náil | 'lamb-MASc' | naíl | 'lamb-FEM' |
| :---: | :--- | :--- | :--- |
| b. doofáar | 'pig' | doofaár | 'pigs' |
| c. kálax | 'ladle' | kaláx | 'ladles' |
| d. Soomaáli | 'Somali man' | Soomaalí | 'Somali people' |

Arguably, no principled choice can be made for Somali between an analysis including accentual rules or one with tonal rules, since * and H are equivalent. An accentual analysis would be somewhat less avoidable if every location in which tone can appear could have either of two, lexically determined, tones, as happens in Kaure (West Papua), where either H or HL occurs in the stressed syllable, whose location is largely unpredictable (Donohue 1997). Another example is Barasana, spoken in Brazil, which can be analysed as having words with accent on the first or on the second mora. The difference with Somali is that in either position either H or HL occurs, giving a four-way word prosodic contrast: H on first mora, H on second mora, HL on first mora, HL on second mora. Association is left-to-right, with spreading for the rightmost tone, and optional contouring on a lengthened syllable if HL occurs on the last mora. The initial toneless mora in words with accent on the second mora gets $L$ by default (Gomez-Imbert and Kenstowicz 2000; Gomez-Imbert 2001). The motivation for an accentual analysis can be based on the existence of processes that delete all tones, like the Nominal Compound Rule. Instead of sixteen prosodic patterns, four times four, only four exist, as determined by the prosodic pattern of the first constituent. The tones
on the second constituent are deleted, as illustrated for four examples in (26). The words are given as pronounced in isolation; optional lengthening has been applied in (26c,d) (Gomez-Imbert 2001).

| (26) a. héá | 'fire' | bùjá | 'cotton' | héá búá | 'lighting cloth' |
| :---: | :---: | :---: | :---: | :---: | :---: |
| H, 1st |  | H, 2nd |  | H, 1st |  |
| b. héè | ancestor | rìkáà | 'fruit' | héè rikà | 'tree fruits' |
| HL, 1st |  | HL, 2nd |  | HL, 1st |  |
| c. gìmó | 'foot' | cùdíró | dress' | gìbó cúdíró | 'dress' |
| H, 2nd |  | H, 2nd |  | H, 2nd |  |
| d. gìhéè | 'garden | mímí | 'humming' | gìhémìmì | 'humming. |
| HL, 2nd | bird' | H, 1st |  | HL, 2nd | bird (spec.)' |

The analysis of the first low-toned syllable as toneless can be amply motivated, among other things on the basis of a tone-copying rule which treats both H and HL as single entities, regardless of whether they occur on the first or second mora. For instance, certain possessive pronouns copy H or HL to the following noun. Crucially, it is immaterial whether H is associated with the first or the second mora of the possessive pronoun, while the insertion of the copied tone occurs on the lexically determined mora of the noun. For instance, HL of [î̃n `ã] 'their' is copied onto the second mora of [òkáré] 'language', because this noun has its lexical tone on the second mora, so as to give [î̃n `ã òkárè] 'their language'. This process reveals that Barasana analyses surface $\mathrm{H}(\mathrm{H}), \mathrm{HL}(\mathrm{L}), \mathrm{LH}(\mathrm{H})$, LHL(L) as the melodies H and HL , plus accent on the first or second mora.

### 3.5.3 On the prominence of accent

In most of the above cases there has been no implication that the accented syllable is somehow prominent independently of the prominence it acquires through the presence of the tone. Duration and amplitude of an accented syllable of Tokyo Japanese only marginally exceed those of an otherwise equivalent unaccented syllable, for instance (Beckman 1986: 145ff.). ${ }^{4}$ Moreover, when the accent is deleted, i.e. when a lexically accented syllable does not get associated with tone (cf. Ha- in (22a)), it is no different from any other unaccented syllable. However, there is a general tendency for concentrating phonological contrasts in stressed syllables (cf. Beckman 1997). This is true for vowel quality (see section 2.2.2) but also for tone. In some languages tone is restricted to the syllable with main stress, but many less straightforward situations exist. The cohabitation of tone and stress may arise in two ways. In Norwegian and Swedish, for instance, tone occurs where stress is, but in the Japanese dialect of Maeno, stress arises where tone is. In this dialect, the syllable to which the tone complex is associated is bimoraic, causing the vowel to lengthen if there is no coda consonant (Matsumori 2001). It seems reasonable to suppose, as does Matsumori, that the tone complex attracts stress, and hence bimoricity. This is shown by (27b-c) and (27d) (the
latter already has a bimoraic syllable due to the coda [n]), where in the absence of tone, stress defaults on the penultimate syllable (cf. (27a)), a typologically common location for word stress.

| (27) a. tjikja:ra | 'power, force' |
| :--- | :--- |
| b. kagamí: | 'mirror' |
| c. katá:na-nu | 'sword-nominative' |
| d. gúnzja-katji | 'to the whale' (whale-towards) |

A further restriction occurs in languages that require the tone-bearing stressed syllable to be in a particular location. Word stress in Ma'ya is final or penultimate; if it is final, the tone on that syllable can be $\mathrm{H}, \mathrm{L}$, or LH ; if the stress is penultimate, L-tone invariably appears on the stressed syllable and H on the last syllable (Remijsen 2002). The Curaçao variety of Papiamentu illustrates a tone contrast on the penultimate stressed syllable. Word stress is final, penultimate, or antepenultimate. If it is penultimate, either L or H can appear on the stressed syllable, but in the other stress positions only H can appear (Römer 1991; Rivera-Castillo 1998). Minimal triplets will thus exist for disyllables, like ['mà:tá] 'to kill', ['mártà] 'plant', [ma'tá] 'killed'. Swedish, like Papiamentu, has final, penultimate, or antepenultimate stress, and has a tone contrast on the stressed syllable if it is non-final. Central Carrier has exceptionless final stress, but some words are characterized by a sequence of a high and a low syllable. The low-toned syllable either occurs inside the word or is the first syllable of the next word. There is thus a three-way contrast, no fall, fall from penult, and fall from final syllable, as reported by Eunice Pike (van der Hulst and Smith 1988).

The important point here is that stress is analytically independent of tone, and thus of accent. The independence is underlined by the fact that tone (and thus accent) can be contrastively located within the stressed syllable. If we assume, with Lorentz (1995), that in Somali stress falls on the syllable containing the last mora but one, which makes the syllable with the H-tone stressed (also Giorgio Banti, personal communication, April 2001), the plural-singular contrast causes accent to shift from the last syllable to the penultimate if the last syllable is short, but shifts within the stressed syllable if it is long. Accent can be on a mora, as in Barasana and Somali. By contrast, stress, as we have seen in section 2.2, is a property of the syllable.

### 3.5.4 Is there a class of 'accent languages'?

Phonologists may occasionally doubt the usefulness of the category 'tone language' as defined in section 3.2, and point to the gradient nature of lexical tonal marking (cf. van der Hulst and Smith 1988). Rather more, including myself, will doubt the usefulness of a group of 'accent languages', or more specifically languages that have one tonal contrast per word or phrase, since such languages do not obviously form a typologically coherent class (Hyman 2001a). It
would group Tokyo Japanese with Somali and the Dutch dialect of Maastricht (Gussenhoven and Aarts 1999), to mention three tonally disparate languages. A case might be made for the subclass of languages that restrict its tone contrast(s) to stressed syllables, like Norwegian, Lithuanian, and Maastricht (Kristoffersen 2000; Halle and Vergnaud 1987), which Hermans (1985) referred to as having 'metrically bound tone'. These contrast with Tokyo Japanese and Northern Biskaian Basque, which have a single tonal contrast which is not metrically bound (Pierrehumbert and Beckman 1988; Hualde, Elordieta, Gaminde, and Smiljanić 2002). However, the metrically bound class is disparate to the extent that further subclasses could be distinguished, like Venlo Dutch (Gussenhoven and van der Vliet 1999), which allows the contrast in syllables with primary stress as well as in word-final syllables with secondary stress.

Moreover, the decision to isolate the location for inserting tones from the tones to be inserted is more evident for some languages than for others (Clements and Goldsmith 1984b). 'Accent', like 'word melody', is an analytical notion, and cannot be measured. These concepts are thus different from stress, which is typically an observable phenomenon, and different also from tone, whose existence is equally measurable. McCawley (1978) gives a third reason why the notion 'accent language' is awkward, namely that a language may well be accentual at the lexical level, but tonal at the phrasal level.

### 3.6 Tonogenesis

Languages may lose lexical tone or acquire it. Tone appears to be an areal feature: it frequently occurs in genetically unrelated languages spoken by geographically contiguous speech communities, a point well illustrated by Africa and South East Asia (Nettle 1998; Svantesson 2001: 7). Within the latter area, languages from five language families are spoken, with only two of these being entirely contained within it. In other words, geographical contiguity is a better predictor of tone than genetic affiliation. The typical way in which a language acquires tone, therefore, must be because of its propagation through borrowing, through the imitation of one's neighbours, while tone loss might similarly typically occur in communities that are adjacent to non-tonal languages. It also suggests that tonogenesis, ${ }^{5}$ in the sense of the creation of a tone contrast where there was none before in one's own or in neighbouring languages, may be relatively rare. Like all phonological change leading to novel representations, tonogenesis occurs when, in the course of constructing a phonological grammar, children interpret some surface feature as tone which in the parental language had some other representation.

A frequent type is based on $\mathrm{F}_{0}$ perturbations after consonants. Normally, these are not perceived as pitch differences, but as qualitative features on the consonants: a [ t$]$ with lowered $\mathrm{F}_{0}$ in the following 50 ms of voicing will sound more like [d] than one with raised $\mathrm{F}_{0}$ in the same stretch of speech (Kohler 1990). However, the $F_{0}$ can be perceived as pitch. This is shown by the fact that tone contrasts can often be traced back to a difference in voice onset time (Matisoff 1973; Hombert

1978; Hombert, Ohala, and Ewan 1979; Maddieson 1984). The first account of tonogenesis on the basis of consonantal effects is Haudricourt's analysis of the origin of the six tones of Vietnamese (Haudricourt 1954). A less complex case is presented by two small clusters of Austronesian languages spoken in a central section and in the southeastern tip of New Caledonia, which are surrounded by in this case literally - an ocean of non-tonal languages. ${ }^{6}$ Cèmuhî, in the central section, earlier had a contrast between voiceless geminate and voiceless singleton obstruents in initial position, which developed into, respectively, high tone and mid tone. The more vigorous voicelessness gesture required for the geminates was associated with higher pitch. At some point, children must have considered the pitch difference to provide a more salient phonological contrast than that between voiceless unaspirated singletons and voiceless unaspirated geminates. Word-initially, the latter contrast will frequently be inaudible (Kraehenmann 2001).

Phonation types like breathy voice and glottalized voice may also be the source of a tone contrast. Breathy voice may lead to low tone, as it did in Punjabi, where breathy voiced consonants lost the breathy specification and the following vowel acquired low tone ([ $\left.\mathrm{b}^{\mathrm{h}} \mathrm{a}\right] \rightarrow$ [bà]) (Hombert, Ohala, and Ewan 1979). Glottalized voice, which is likely to occur near glottalized consonants, typically leads to high tone, due to the tenseness of the vocal folds during tight phonation, but may also have a lowering effect, due to the fact that creaky voice, a manifestation of glottalization with irregular phonation, naturally goes with low vibration rates, as suggested by Kingston (Ms). He proposes that these two effects may be responsible for the fact that in some Athabaskan languages, like Chipewayan, post-vocalic glottalization gave rise to H -tone, while in others, like Navajo, it led to L-tone (Leer 1999).

Tonogenesis is normally interpreted as referring to the creation of lexical tone. Seoul Korean presents a case of segmentally induced genesis of a postlexical tone (see section 4.3.1): if the phrase begins with an aspirated or tense obstruent, like [ $t^{\mathrm{h}}, \mathrm{t}^{\mathrm{t}}$ ], it begins with H rather than L , which would occur if the phrase begins with a different segment, like a vowel, sonorant, or [t] (Jun 1993).

### 3.6.1 Propagation of tone within and across languages

Once a tone contrast arises in some phonological context, tones may get distributed in phonetically convenient positions. For instance, H-tone may get located on sonorant segments that are adjacent to voiceless obstruents, while L-tone may arise next to voiced contexts. Similarly, low vowels may attract L-tone, while high vowels may attract H-tone, in sympathy with 'intrinsic pitch'. In Awid Bing vowel-initial words have L-tone, except when the vowel is [i], which has H-tone (Cahill 2000). After [a] was raised to [ $\varepsilon$ ] in Cèmuhî a new [a] developed from two adjacent vowels as a result of the deletion of intervocalic consonants. Cèmuhî, which by that time already was a tone language, interpreted
the merging vowel as a short [a] with L-tone (Rivierre 2001). ${ }^{7}$ Similarly, the presence of tone in the broader linguistic environment may lead to the creation of tone in natural contexts in a non-tonal language. Ramsay gives an account of the development of tone in Middle Korean, meanwhile lost from the modern standard, in which there are a large number of segmental correlations, each of which might conceivably be the locus of true tonogenesis, that is tonogenesis de novo. However, at the time, Chinese was a prestigious language in Korean society, and it is conceivable that lexical tone was introduced via the robustly tonal Chinese language, and subsequently came to be used in phonetically 'favourable' contexts (Ramsay 2001), a case of contact-tonogenesis.

The point can be illustrated with the help of U , a Mon-Khmer language which has four tones, H, L, HL, and LH (Svantesson 2001). Svantesson's reconstruction involves tonal reinterpretations of three segmental effects on $\mathrm{F}_{0}$. First, in closed syllables, H -tone developed before voiceless codas and L-tone before voiced ones; in the case of long vowels, these tones appeared on the second mora, and a tone with the opposite value occurred on the first mora. This gives H , as in (28a), and L, as in (28b), on short vowels, and LH, as in (28c), and HL, as in (28d), on long vowels. Subsequently, HL lost its L if the onset was voiceless (cf. (28e)), leaving falling tone only between voiced onset and voiced coda. Thus, both voicelessness of the coda and voicelessness of the onset promoted the occurrence of high tone. Second, in open syllables with voiceless onsets, H -tone occurs on high vowels, as in (28f), and low tone elsewhere, as in (28g). Thus, high vowels and voicelessness of the onset promoted high tone. Subsequently, open syllables with voiced onsets developed HL, regardless of vowel height (28h), and at some stage, long vowels shortened, giving the four contrasting lexical tones on segmentally identical structures. The words in the first column are from a related nontonal language, Lamet.

| (28) Lamet | U |  |
| :--- | :--- | :--- |
| a. kat | át | 'cold' |
| b. yạl | naàw | 'fire' |
| c. laat | lăt | 'to fear' |
| d. jạạm | jâm | 'to cry' |
| e. poon | phón (*phôn) | 'four' |
| f. si? | nchí | 'louse' |
| g. so? | sào | 'dog' |
| h. mi.ị? | mî | 'you' |

The U tone contrasts did not develop as a reinterpretation of segmental contrasts, since the language did not lose the voicing contrast in onset position. (It replaced voiceless with aspirated voiceless and voiced with plain voiceless.) Neither did it neutralize vowel height, and it only partly neutralized coda voice. Like Middle Korean, U illustrates the distribution of tone in segmentally favourable contexts, where it arose through diffusion from neighbouring tone languages.


Fig. 3.1 Waveforms and $\mathrm{F}_{0}$ tracks of 'Are you going to rinse' (panel a) and 'Are you going to play' (panel b) in the dialect of Maastricht. From Gussenhoven and Aarts 1999.

### 3.6.2 Lexical tone and intonation

Most tone languages will have some form of structural intonation. Frequently, even tonally quite dense tone languages have intonational boundary tones, causing questions to end at higher $\mathrm{F}_{0}$ than statements. ${ }^{8}$ Often, the balance between lexical tone and intonational tone is more even, as in Japanese (chapter 10). A tonal minimal pair from one of the dialects dealt with in chapter 12 is given in (29), which is from the dialect of Maastricht. In (29a), the word for 'rinse' has no lexical tone, while the segmentally identical word for 'play' in (29b) has a lexical H-tone. Both words have an intonational pitch accent $\mathrm{H}^{*}$, which together with the final $\mathrm{L}_{l}$, represents an interrogative intonation contour. The word for 'go- 2 sG ' has a lexical H , but is not (intonationally) accented. In spite of the $\mathrm{F}_{0}$ difference, then, (29a) and (29b) have the same intonation contour.


The example also illustrates that the context determines the precise realization of a tonal target, regardless of whether the tone is lexical or intonational. Specifically, in (29b), H and $\mathrm{L}_{l}$ influence each other so that each tone has a mid target, as shown in panel (b) of figure 3.1. Further examples of such allophonic effects will be found throughout chapters 9-15.

### 3.6.3 Tonal or non-tonal?

Hyman's definition of a tone language can be pushed a little further by considering three typologically special cases. First, languages may have non-distinctive wordbased tone. Arguably, because the pitch feature is non-distinctive, these should
not be classed as tone languages. For instance, Noon predictably has an H-tone on the penultimate syllable of every word (Soukka 2000). While the tone's location will crucially mark word boundaries, it does not play a contrastive role in the phonological specification of the word.

Second, in addition to specifying lexical items, tone may be used morphologically and syntactically. Morphological use of tone occurs when a whole word class or a derivational category is marked by tone, and syntactic use of tone occurs when particular phrases or clauses are characterized by tone, like the H -tone in Yorùbá that appears between subject and VP (Laniran 1990). Conceivably, there are languages that only have morphological tone. However, it would be surprising to find a language that restricted (non-discoursal) tone to marking syntactic constructions; if there were such a 'syntactic' tone language, it would form a separate class between tone languages and intonation-only languages. It would not use tone to make up the representation of words, yet use it for other than discoursal purposes, and thus not be an intonation-only language.

Finally, a case can be made for lexically specified tone in intonation-only languages. Clearly, pitch accents and boundary tones constitute an 'intonational lexicon' from which speakers make semantically and phonologically appropriate choices for every accented syllable and intonational phrase (Liberman 1975). Additionally, intonation-only languages may have tonal specifications in the 'segmental' lexicon for particles which invariably appear with a particular intonation contour, like Dutch sentence-final [he], which expresses an appeal for agreement, as in Leuk, hè'? 'Nice, isn't it?'. It is unaccented, but always appears with $\mathrm{H}_{l}$ after the pitch accent $\mathrm{H}^{*} \mathrm{~L}$ on a preceding word, as shown in (30a) (cf. Kirsner and van Heuven 1996). This fact needs to be specified in the lexicon. ${ }^{9}$ Similarly, Bengali has a number of focus-governing particles like (30b) which come with their own pitch accent (Lahiri and Fitzpatrick-Cole 1999). Although they must be lexically specified for tones, these tones crucially constitute morphemes in their own right, and, unlike lexical tone, do not form part of the representation of the segmentally represented morphemes. These toned particles are thus polymorphemic expressions, like idioms or compounds with unpredictable meanings.


A different matter altogether is that probably all language communities have (non-phonemic) paralinguistic items whose pitch patterns are invariable, like American English [ $\Lambda^{\prime}$ iò̀: ] to indicate an unpleasant surprise event. Of course, such items do not make a language tonal.

### 3.7 Conclusion

Our consideration of the question how pitch functions in language brought up a number of challenging typological questions. Stress was characterized as a phonological position: the strong syllable of a foot (Selkirk 1980; Hayes 1989). The tentative assumption has been made that all languages have feet, but that the phonetic difference between stressed and unstressed syllables is greater in some languages than in others. If there is a difference, however, a stressed syllable will be longer and less reduced than an unstressed syllable in otherwise equivalent circumstances. The connection between pitch and stress is established through tone: stressed syllables, like final syllables, are attractive locations for (lexical or intonational) tones.

We have followed Hyman (2001a) and others when drawing a typological distinction between languages with and languages without lexical tone, calling the former 'tone languages'. The term is used regardless of the density of lexically contrastive tones on words, as it seems difficult to draw a dividing line between languages with contrastive tone on (almost) all syllables and languages with tone contrasts in more restricted locations in the word. Standard Chinese and Swedish are thus both tone languages by this definition.

Accent was defined as a marker for the insertion of tone (cf. Goldsmith 1976; Hyman 1978; Hyman 2001a; Gussenhoven 1991a; Yip 2002, as well as van der Hulst 1999, who additionally allows the accent position to be filled with other elements than tone, like duration). The notion 'accent' was argued to be of the same class as the notion 'word melody', and both terms refer to analytical abstractions of the location of a tone contrast (accent) and strings of tones (word melodies) from the word-based tonal patterns on the basis of distributional restrictions. As such, the treatment distances itself from a definition of accent as 'prominence', as used in Beckman (1986), Downing (forthcoming), and Fox (2000). The term 'stress accent' was introduced by Beckman (1986) to refer to the situation in which the $\mathrm{F}_{0}$ features co-occur with durational and other features to create prominence of a syllable, as in English. Beckman opposed it to 'pitch accent', which refers to the situation that exists in Japanese, where the $\mathrm{F}_{0}$ features alone are responsible for signalling prominence. 'Accent' in this usage is thus equivalent to 'phonological prominence', and the labels 'stress' and 'pitch' indicate the way in which the prominence is achieved phonetically (cf. also Fox 2000). The term is not always easy to apply, however. In Limburg Dutch dialects, where both the intonational pitch accent and the lexical tone occur in the stressed syllable, the notion 'stress accent' comprises two different types of tone, since in both cases the pitch features co-occur with the vowel quality and vowel quantity characteristics of stressed syllables. Or again, in Somali, accent is on a mora, while stress, as always, is on a syllable. The notion 'stress accent' would appear to combine the syllabic notion of stress and the (potentially moraic) notion of tone. ${ }^{10}$

Lexical tone and intonational tone frequently combine in the same tone string, as illustrated with the help of an example from the dialect Maastricht. Chapter 7 continues this discussion. The following chapter offers a discussion of the distinction between the structural and phonetic aspects of intonation.

## Notes

1. Whistling languages, used by some communities to communicate over larger distances, are not really languages, but reduced forms of conventional, phonologically explicit languages. Silbo Gomero is the best-known case: a whistled form of Spanish used by some of the inhabitants of the island of La Gomera in the Canaries. Whistled speech has been reported in many parts of the world. In some cases, the pitch variations are whistled, in other cases consonantal distinctions are mimicked by whistling (Grimes 2000).
2. The term 'register' is used in many meanings in prosodic studies. In addition to voice quality, it is commonly used to refer to a narrowed (higher or lower) pitch band within which the utterance is spoken, as in section 6.6.1. This meaning also explains its use for a representational device for expressing higher and lower versions of H and L (e.g. 'upper register'), as well as Pike's term 'register language'. The term has been used for the notion 'word melody' (see section 3.5.1) and is commonly used for 'speaking style', as in 'formal register'.
3. The symbols for high and low tone are the same as those which are often used to mark primary and secondary stress, respectively, and care must be exercised when interpreting them.
4. I am not aware of differences in spectral tilt between accented and unaccented syllables in Japanese; however, such differences have been found between 'prominent syllables' as pronounced in contrastively focused and neutral utterances (Campbell 1995).
5. The term 'tonogenesis' was introduced by James Matisoff in Matisoff (1973), with 'tonogenetic' already occurring in Matisoff (1970).
6. The fully tonal Austronesian language Utsat is contiguous with the tonal Sino-Tibetan language Min Nan in the island of Hainan (Maddieson and Pang 1993).
7. Rivierre is not responsible for this interpretation of the historical and synchronic data he presents.
8. The literature on intonation in tone languages is still fairly limited (Mountford 1983; Inkelas and Leben 1990; Laniran 1990; Connell and Ladd 1990; Laniran and Clements 2003).
9. Kirsner and van Heuven (1996) argue that the coincidence ought to follow from the semantics of intonational contour and particle. For other sentence-final particles the coincidence is indeed not absolute. On modal particles and intonation, see also Schubiger (1965); Vismans (1994).
10. This term 'pitch accent' ('prominence realized only by pitch', Beckman 1986, cf. 'stress accent') should not be confused with the same term referring to a 'tone or tone complex inserted in accented position’ (Bolinger 1958; Pierrehumbert 1980; Pierrehumbert and Beckman 1988). It is used only in the second meaning in this book.

## 4

## Intonation and Language

### 4.1 Introduction

When discussing its place in language, Bolinger (1978a) characterized intonation as 'a half-tamed savage'. This raises the question whether we can describe intonation in terms of the same structures with which we analyse the segmental morphology and phonology. We will approach this issue by considering the extent to which a number of design features of language that were proposed by Charles Hockett apply to intonation. We will conclude that intonation is indeed a half-tamed savage, but will draw a sharp dividing line between the tamed half and the untamed half. The difference lies in the discretely represented prosodic structure on the one hand, and the unusually generous scope that speakers have - compared to the latitude they have in the realization of the segmental phonology - in the phonetic implementation of fundamental frequency on the other. A rich communicative world appears to exist in this phonetic implementation component.

Broadly speaking, speakers gain control over aspects of speech production which might at first sight seem automatic, like the gradually declining pitch through the utterance, and use these for communicative purposes. In chapter 5, we will give an account of these paralinguistic meanings. At a further stage, this gradient behaviour may become grammaticalized, that is, be incorporated in the discrete structure of the language's morphology and phonology. For example, when we are more than usually concerned to get our message across, we will expend more physical effort on pronouncing the word or words that express it. While in the neutral situation, every word or word group might have a weak rising-falling pitch envelope, in the emphatic case, the words pronounced with more effort would have a larger pitch movement enveloping them. The next step is to use pitch excursion size as a signal for emphasis, whereby the pitch movement may have become divorced from the expenditure of effort. Taking a big step, and begging many questions, this behaviour may become grammaticalized for the
expression of focus. Many languages express focus in the prosodic phonology, and often the phonology and morphology appear to have arranged matters such that the focused part is more salient, and is characterized by greater pitch excursions. At this stage, intonation has been tamed.

A crucial difference between meaning expressed in the phonetic implementation and meaning expressed by the intonational morphology is that the latter can - but need not! - be arbitrary. Exploitation of naturally occurring fundamental frequency variation will be in tune with whatever it is that induces the variation in the first place. Hence, greater excursions signal more, rather than less, emphasis. By contrast, form-meaning relations in the grammar are listed, and once forms have become phonologically encoded, they might change, or the meaning might change, so as to create form-meaning relations that go against the original 'natural' meanings. In fact, such cases are by no means rare.

The distinction between the untamed intonation in the phonetic implementation and the tamed intonation in the grammar may be conceptually clear, but it may still be difficult to determine whether a given phonetic difference is due to a difference in phonological representation or to a difference in the phonetic implementation. Section 4.4 discusses this question further, and makes the point that differences in implementation will be constrained by the way the phonetic space is used by the tonal phonology of the language. There, the question is also considered to what extent experiments can help us to decide whether a difference is phonetic or phonological.

### 4.2 Intonation and the design features of language

It would be hard to say in one or two sentences what intonation is and how it works. There are so many aspects to consider: people use it to express their feelings; it encodes the information structure of the sentence; it appears sensitive to syntactic categories like 'argument' and 'predicate'; it appears to have different phonetic forms in different segmental conditions; it is integrated with lexical tone distinctions in tone languages, and so on. A useful way to start is to try and answer the old question whether intonation is part of the grammar or whether it is an expressive system which is overlaid on language. In the latter case, it is technically a form of animal communication, in which a signal has some meaning, and the intensity of the signal is related to the intensity of the meaning. To get a grip on this issue, we will check off three of the design features that Hockett (1958, 1960) identified as being true for human language. Not all of his design features are true for animal communication, among which are arbritrariness, discreteness, and duality. What will appear from this investigation is that intonation is both a form of animal communication, as argued in section 4.2.1, and part of the linguistic structure, as argued in section 4.2.2.

### 4.2.1 Non-linguistic intonation

## Lack of arbitrariness

Arbitrariness is the property that there is no connection between the phonological form of a morpheme and its meaning. One of the central tenets in linguistics is that this relation is arbitrary. This fact is underscored by the relatively rare occurrence of words with a non-arbitrary ('iconic') relation between form and meaning, like the English words boo, puff, and arguably, scratch. Yet, many linguists have observed that there seems to be something pervasively non-arbitrary about intonation. When we are excited, our pitch goes up, and when we are depressed we tend to have low pitch with few excursions. When we wish to emphasize a word, we may raise our pitch, in addition to raising our voice in the sense of speaking more loudly. When we want to signal - for real, or more probably in jest - that we need the speaker's protection or deserve his mercy, we instinctively raise our pitch, to create a 'small' voice. Intonational features that are more closely integrated with the linguistic structure, too, may somehow seem natural, such as when a non-final phrase ends with high pitch and a final phrase with low pitch, or when a rising intonation is used to signal a question and a falling intonation a statement, as is the case in many languages (Hermann 1942; Bolinger 1978a). These circumstances make it difficult to maintain that intonational meaning is largely arbitrary (cf. also the discussion in Couper-Kuhlen 1986: 118ff.).

## Lack of discreteness

Discreteness is the property that linguistic forms (morphemes, segments, features, etc.) are either present or absent, but, like pregnancy, cannot be a little bit present. The verb form drew differs from draw in the presence of a morphological feature [PAST], but there is no way that English allows a linguistic expression to be formed that is semantically intermediate between these forms. We cannot generate an expression that means 'recent past', a time-depth intermediate between those of draw and drew, nor can we legitimately make up a vowel sound that is phonetically in between [ $u_{i}$ ] and [ $\mathrm{o}_{\mathrm{s}}$ ]. This is different from the way animal communication works. Bees perform various kinds of dances in their hive to communicate the details of a food source to their fellow bees. There are three dances, which are used for close, intermediate, and distant sources of food, respectively. In addition to this three-way discreteness, two gradient signals are embodied in the dances, indicating the direction of the food source and its quality. The direction is encoded in the orientation of the dance. In the middledistance dance, the sickle dance, the bee may move across the floor of the hive along a trajectory describing a figure eight whose two loops are curved in the direction of the food source, which is given by the line bisecting the figure into two symmetrical halves, each containing one loop. And the quality is signalled by the enthusiasm with which the bee performs the dance (cf. Dobrovolsky 1997).

In languages like English and Dutch, there is gradience in the way words are emphasized. The height of the pitch peak corresponds to its perceived emphasis (abstracting away from factors like the distance from the beginning of the contour and the pitch height of the beginning of the contour (Gussenhoven, Repp, Rietveld, Rump, and Terken 1997)). The situation described as impossible above, whereby a gradient can be created between two forms, is quite imaginable in the case of different prominence levels. Consider the different interpretations of He 's Iranian in (1): (1a) is an unemphatic utterance supplying perfectly unsurprising information about Mr. Ersan; while (1b) is a correction of the belief that someone is Turkish. Listeners will choose the latter interpretation in preference to the former as the pitch peak is higher. This was shown by Ladd and Morton (1997) in an experiment in which a range of peak heights were randomly presented to subjects, whose task was to indicate on a 10-point scale which of the two interpretations was more likely for each peak height. Now consider a third interpretation, exemplified by (1c), which utterance serves as a justification of the statement He will understand Farsi. These three interpretations could arguably be arranged on a scale of noteworthiness. If we were ask listeners to assign three versions of this sentence, one with a very low peak, one with a very high peak, and one with a peak height intermediate between these to the three interpretations exemplified in (1), then (1a) and (1b) would be distributed as in the real experiment, and the utterance with the intermediate peak would almost certainly be assigned to (1c). On the basis of such results, it could be argued that peak height is both phonetically and semantically gradient.
(1) a. Here is Mr. Ersan. He's IRANIAN.
b. But the man isn't Turkish! He's IRANIAN!
c. He will understand Farsi. He's IRANIAN.

## Lack of duality

Duality of structure is the property that in addition to the organization of the meaningful elements, there is an organization of the phonological form. At first sight, this property of language is rather unexpected. If man did not have language, and we were asked to design a system of communication for this creature, we would probably begin by collecting a large inventory of signals (de Saussure's signifiants), each of which would have a meaning (de Saussure's signifiés). We would introduce Hockett's design feature of productivity (the property that signals can be combined to form complex signals) and suggest some combinatory grammar, whereby the expectation would be that each combination, each complex signal, reflected the meanings of the component simplex signals. That is, if signifiant [A] means 'bowl' and signifiant [B] means 'break', we wouldn't expect $[\mathrm{AB}]$ to mean 'ocean', say. Neither would we expect the meaning 'break the bowl' to be expressed by a single signifiant [C]. But, strangely enough, in human language this would seem quite common, as shown in (2).
(2) a. [kon] ‘con, deception’ ([A])
b. [tækt] 'tact, ability to deal with people considerately and successfully' ([B])
c. [kっn] [tækt] - 'contact, establishment of connection’ ([AB])
d. [jo:] - you are, i.e. '2nd' + 'be' ([C])

As a representation of the facts of English, or of language, (2) is irresponsibly wide of the mark. This is because it mixes units from different organizational structures. One is that of the meaningful units, which allows us to compose expressions whose meanings are a function of the meanings of the component elements, thus saving us from learning a simplex morpheme for every message we wish to convey. The second is due to the fact that the stuff of which these signifiants are made, human vocal sound, is itself organized into units, elements of form without meaning. Every morpheme consists of some configuration of these phonological units. This could be a single phonological feature, as in the case of [+nasal] in Guaraní, which is the morpheme for '1st person', or a tone, like the Bambara definite article, which is L, or a whole segment, in the case of English [o:] awe, or a polysyllabic structure like [kə'misliən] chameleon, or even a structure with two phonological words, like Rolls Royce. In spite of these widely different phonological structures, in each of these cases, we are dealing with a single signifiant. Looking at it from the other end, the same phonological unit, like the segment [k] in English, will appear as a constituting element in a large variety of morphemes, as in con, tact, socket, etc., without causing these morphemes to be semantically related in any way. Just so, the syllable [tækt] is part of the word contact, but also happens to be the phonological form of the word tact.

The duality in the structure of intonation, to return to our topic, may be anything but obvious. When a speaker raises his voice in indignation, pronouncing his utterances at a high pitch with little variation, he is clearly using pitch variation to signal meaning, but it will be difficult to see any discrete structure at all, let alone duality of structure.

### 4.2.2 The case for structure

If intonation does not have arbitrariness, discreteness, or duality of structure, it has no structure beyond the trivial fact that there is a list of morphemes. As such, it is not part of language, and is in fact a form of animal communication by Hockett's criteria. Without wishing to compromise this conclusion, let us now see if we can make the case that intonation is in fact characterized by arbitrariness, discreteness, and duality of structure.

## Arbitrary form-function relations

Table 4.1 gives a number of examples of intonation contours that have meanings which contradict the pattern identified as natural in the previous section:

Table 4.1 Examples of 'unnatural' declarative and interrogative intonation contours

| 'Unnatural' declarative intonation contours |  |
| :--- | :--- |
| $\mathrm{H}^{*} \mathrm{H}_{l}$ | Chickasaw |
| $\mathrm{L}^{*} \mathrm{H}_{l}$ | Belfast English |
| 'Unnatural' interrogative intonation contours |  |
| $\mathrm{H}^{*} \mathrm{~L}_{l}$ | Chickasaw |
| $\mathrm{L}^{*} \mathrm{H}_{l} \mathrm{~L}_{l}$ | Bengali |



Fig. 4.1 Chickasaw declarative and interrogative intonation contours on [malili] ' $\mathrm{S} / \mathrm{he}$ runs' (panel a) and [mallita] 'Does s/he jump'? (panel b), with waveforms.
rising patterns for declaratives and falling patterns for interrogatives. The tonal representation for the declaratives in the first columns of table 4.1 describe a high-rise contour for Chickasaw and a low rise in Belfast English. The interrogative contour is falling in Chickasaw, and rising-falling after the accented syllable in Bengali.

Figures 4.1, 4.2, and 4.3 illustrate these statement and interrogative intonation contours. Bengali has a low fall on the last word for neutral declaratives, as shown in panel (a) of figure 4.3, and a post-rise steep fall on the last syllable in interrogatives, as in the contour in panel (b), where the rise starts on the stressed syllable [lom-]. ${ }^{1}$ These cases illustrate the point stressed by Ladd (1981) that there are many cases of languages that go against the putatively universal pattern of falling statements and rising questions. Evidently, at least some intonation patterns display arbitrary form-function relationships.

## Discretely different intonation contours

When two phonetically similar signals are discretely different, we may have the sensation of shifting from one interpretation to the other. To exploit a wellknown example from the world of speech technology, we can easily 'hear' a


Fig. 4.2 Belfast English declarative (panel a) and interrogative (panel b) intonation contours on Mr Leaner in Belfast English, with waveforms.


Fig. 4.3 Bengali declarative (panel a) and interrogative intonation (panel a) on [t 5 eliti $\mathrm{k}^{\mathrm{h}} \mathrm{ub}$ lomba] (boy-PART very tall) 'The boy is very tall' and 'Is the boy very tall?, with waveforms.
low-quality rendering of the phrase to recognize speech as to wreck a nice beach, and vice versa. Something like this may happen in the case of (3a) (Bolinger 1961: 39). As Bolinger pointed out, this English expression is phonetically similar to (3b), if both are spoken with a fall on the first word and a rise on the second, as shown in the leftmost panels of figure 4.4. However, the expressions are clearly not the same.
(3) a. [A: I've invited John Peck as well]

B: JOHN Peck?
[I thought we had agreed to invite only GREGORY Peck]
b. [A: I've invited John Peck as well]

B: JOHN PECK?
[I thought we had agreed NOT to invite John Peck]
Support for the intuition that the two contours are discretely different can be found by changing the segmental structure with which the contours are combined (Gussenhoven 1999a). First, the rise on the syllable Peck in (3a) is due to a


Fig. 4.4 Discretely different British English pitch contours. The leftmost panels show two pronunciations of John Peck, one with contrastive accent on John and no accent on Peck (top panel) and the other with two pitch accents, a fall on John and a rise on Peck (bottom panel). The middle panels show the same contrast on John Peck you mean?, while the rightmost panels do the same for Jean-Jacques Peck? From Gussenhoven (1999a).
boundary tone: it is located on Peck because this happens to be the last syllable of the expression. However, in (3b), the rise is due to a pitch accent and is located on Peck because it is the main stressed syllable of that word. The pitch accent is in fact followed by a boundary rise within that same syllable in (3b), so that it forms a single phonetic movement, obscuring the identity of the separate rises. We can bring out the difference between these phonetically similar contours by supplying unaccented syllables after Peck in both cases, as has been done in $(4 a, b)$. In $(4 a)$, the equivalent of (3a), the rise still occurs on the last syllable (here mean), but in (4b), the equivalent of (3b), the two rises are separated, with the lower one appearing on Peck and the higher one on mean. This can be seen in the middle panels of figure 4.4. ${ }^{2}$
(4) a. B: JOHN Peck you mean?
b. B: JOHN PECK you mean?

Alternatively, we can investigate the phonological status of the prominence on the two instances of Peck in (3). If the rise is due to a pitch accent, it will cause an initial accent in a first name like Jean-Jacques, due to what is known as 'clash resolution' or 'stress shift' (see chapter 14). That is, the pronunciation would be JEAN-Jacques, as opposed to Jean-JACQUES (or JEAN-JACQUES), in the situation where Peck is unaccented. The resulting contours are shown in the rightmost panels of figure 4.4. The replacement of John with Jean-Jacques in (5a) does not lead to stress shift, as shown in the top panel, which shows that the rise on Peck in (5a) is not an accent. By contrast, we do get stress shift in (5b): as can be seen in the bottom panel, the contour remains more or less the same through Jean-Jacques, and so the rise on Peck in (5b) must be an accent. On the
basis of both kinds of evidence, we can conclude that although contours (3a,b) are very similar phonetically, they are discretely different, and more specifically that (3a) has one pitch accent and (3b) two.
(5) a. B: JEAN/Jean-JACQUES Peck?
b. B: JEAN-Jacques PECK?

## Duality of structure in intonation

A demonstration that intonation has duality of structure presupposes that we can identify the morphemes in intonation, and that at least some of these morphemes consist of more than one phonological element. Alternatively, we could show that there is some identifiable phonological unit, like a tone or some close-knit group of tones, which encodes two morphemes. However, we have no uncontroversial morphological (semantic) analysis of any intonation system. A much-cited treatment of English intonation, Pierrehumbert and Hirschberg (1990), suggests that the individual tones in bitonal pitch accents may represent separate morphemes, thus ruling out any duality of structure (see also section 7.1). There is, however, an English intonation contour which uncontroversially consists of more than one tone and whose meaning, identified by Ladd (1978), has been generally accepted, the 'vocative chant'. It is easily evoked by imagining a speaker calling to another person by means of a two-level Jo-ohn! There are clearly two tones, $\mathrm{H}^{*}$ and ${ }^{!} \mathrm{H}$ in ToBI (Beckman and Ayers 1994, cf. also chapter 15), which together signal 'routineness'. The two phonological tones are easily discernible. For one thing, we can perceive two distinct phonetic pitches, which effectively break up the syllable peas into two halves. For another, each tone begins its realization at a specific location. The first associates with the main stressed syllable, and the second with the following secondary stress, as illustrated by (6b); or, if there is no secondary stress, with the last syllable, as shown in (6a,c). Clearly, then, (6) illustrates duality of structure in that it is one morpheme embodied in two phonological elements.

a. Pea-eas!

b. Cu-cumbers!
c. Brocco-li!

### 4.3 A half-tamed savage

In the preceding sections, we have argued on the one hand that intonation is like animal communication, having gradient signals which do not show internal structure, and on the other that it is like the rest of language in having arbitrary form-meaning relations, discreteness, and duality of structure. The paradox can be solved by assuming that these two conclusions are valid for different components of language. The non-linguistic kind of intonation is to be understood as
purposeful variation in the phonetic implementation, while structural intonation is morphologically and phonologically encoded, and is thus part of the grammar.

### 4.3.1 Intonation as structure

The phonetic implementation component accepts the surface phonological representation as an executable programme for the creation of the appropriate acoustic signal through articulatory gestures. The grammar tells us what such surface representations may look like for any given language and how they are constructed from the intonational and lexical tones. In the model of Lexical Phonology, given in (7), the grammar is divided into a lexical component, where the phonological representation of words is computed and lexical tone exists, and a postlexical component, where intonational morphemes are added and the surface representation is computed. Subsequently, the phonetic implementation can take place (Kiparsky 1982b; Keating 1985; Pierrehumbert 1990).


Lexical tone will be included in the underlying representation of morphemes, either as tone or as accent. Morphological operations may cause the segmental and tonal representations of words to be adjusted as a result of lexical rules, so as to create lexical representations (Pulleyblank 1986). These are the shapes in which words come to the syntax for incorporation in the syntactic structure. This postlexical structure will be enriched with intonational tones. Together with any lexical tones, a surface representation will be built from the combination of lexical and postlexical tones, which may lead to further structural adjustments (postlexical phonology) so as to produce the surface representation. This representation serves as the input to the phonetic implementation, which causes the speaker to activate his articulatory skills so as to produce an appropriate acoustic signal.

By way of illustration, consider the expression Gaeler pepier? 'More yellow paper?' from the Dutch dialect of Roermond in (9). It consists of the morphemes gael 'yellow', listed with an H-tone in the lexicon, shown in (8a), its comparative
suffix -er, and the noun pepier, which also happens to have a lexical H , as in (8c). The speaker could be a customer of a printing firm responding to an employee's suggestion to choose a darker shade of yellow for the paper on which her business card is to be printed. The focus is on gaeler and pepier is unaccented. Going through the steps in (7), attachment of er to gael causes the H-tone in gaelto disappear, as a morphologically determined consequence of the comparative formation (Bakkes 1996). As a result, the lexical representation (8b) appears without its lexical H . The word pepier, by contrast, which does not undergo any morphological operations, leaves the lexicon with an H on the second mora of the main stressed syllable. Postlexically, the words are combined with the interrogative intonation contour $\mathrm{L}^{*} \mathrm{H}_{l} \mathrm{~L}_{l}$, which requires $\mathrm{L}^{*}$ to occur on the stressed syllable of the adjective and $\mathrm{H}_{l} \mathrm{~L}_{l}$ to occur as a boundary sequence at the end of the $\iota$. Importantly, however, the Roermond's postlexical phonology requires that, when occurring on the last mora of the intonational phrase, a lexical tone must be in rightmost position, after the boundary tones (see also section 12.5). This causes the surface phonology, given schematically, to be as in (9). The phonetic implementation will create a low target early in accented gael; the pitch will then rise through the unstressed syllables er pe-to the beginning of stressed, but unaccented pier, where a falling-rising contour is produced over the syllable rhyme.


The example illustrates the relevance of both lexical and postlexical phonology to tonal structure, as well as the language-specific nature of tonal and intonational systems.

### 4.3.2 Phonetic implementation

The phonetic implementation of (9) is a very different concept from (9) itself, which representation could be that of a child, a woman, or a man. Strictly speaking, we can neither see nor hear the object that (9) stands for, or in any way observe it except indirectly, by inference on the basis of native-speaker behaviour. It is essentially a theory about the cognitive representation of an expression in the mind of a Roermond speaker (reassuringly, one that fits in well with the theory of


Fig. 4.5 Waveform and $\mathrm{F}_{0}$ contour of Gaeler pepier 'More yellow paper?' in the dialect of Roermond, spoken with an accent on Gael- and interrogative intonation.
the larger phenomenon of the entire grammar of the speaker, and with the theory of the still larger phenomenon of human language). By contrast, the results of phonetic implementation are observable in many ways, most obviously as an audible acoustic signal. There is an infinite number of possible implementations of (9), across speakers, but also within any speaker, one of which is given in figure 4.5 .

Chapter 5 attempts to give a fuller answer the question in what ways withinspeaker variation is under control. Notice at this point that speaker control is not the same as speaker awareness. The level of awareness in linguistic matters depends on one's natural inclination to think about such things and on one's exposure to opportunities for doing so, like learning to spell or reading a linguistics textbook. Whether a dolphin jumping through a hoop is aware of what it is doing is a hard question to answer, but it is not hard to see that the animal is in control of its actions.

### 4.3.3 Phonetic implementation or phonological representation?

One of the most persistent issues in intonational research concerns the status of meaningful phonetic differences. Any such difference could in principle result from discretely different representations or from different implementations of the same representation. Our intuition in the case of intonational contrasts is less sharp than in the case of lexical tone contrasts, where the pitch difference is used to distinguish one word from another. For instance, in the Zagreb dialect of Serbo-Croatian, sentence-initial words with initial stress tend to have a wide pitch peak, which is located some $40-80 \mathrm{~ms}$ after the end of the first syllable (Smiljanić and Hualde 2000). However, when narrow focus is placed on the word, the peak is located some 100 ms earlier, and falls inside the stressed syllable. That is, when Màra je jela bananu 'Mara ate a banana' is a reply to 'What was going on?', the peak occurs in -ra, but when it is an answer to 'Who ate a banana?', it falls in $M a$-. This variation could in principle be due to a tendency for speakers to allow the peak to be late in the neutral case, but to place it more precisely
inside the stressed syllable in the narrow-focus case. Alternatively, however, the Zagreb dialect might have two intonational pitch accents, $\mathrm{H}^{*}+\mathrm{L}$ and $\mathrm{L}^{*}+\mathrm{H}$, one meaning 'neutral focus' and the other 'contrastive focus'. The situation would be parallel to that found in Portuguese, which has two pitch accents: one for focused and one for neutral expressions (Frota 1998).

There are certain predictions that each of these possible accounts makes. If the difference is due to a difference in phonetic implementation, it will be gradient in character. Intermediate realizations would be well formed, but judgements about whether narrow focus or neutral focus was intended might be less well defined. If it is a phonological contrast, speakers would wish to assign every intermediate pronunciation either to one type or the other. Producing unambiguous experimental results is not always easy, however, and intuitions by native speakers may not be clear.

In the case of lexical tone contrasts, intuitions are much clearer. In the Belgrade dialect, the early peak and the late peak are realizations of two contrasting lexical tone patterns. The late peak occurs some $30-80 \mathrm{~ms}$ into the post-stress syllable for what is known as the 'rising' pattern, while the early peak occurs some 110 ms before it, the 'falling' pattern. There is no doubt that this is a phonological contrast: Mára has a late peak and Mlâda 'bride' has an early peak, i.e. each tone pattern is part of the lexical identity of different sets of words. There are minimal pairs, like ríta 'swamp ${ }_{\text {GEN }}$ ' vs. rîta 'rag ${ }_{\text {GEN,PL }}$ '. Interestingly, the Belgrade dialect also uses peak alignment to express the difference between neutral and narrow focus. In narrow-focus sentences, the peaks were on average 40 ms earlier than in neutral realizations of the same sentences.

It is not implausible that, as Smiljanić and Hualde (2000) suggest, the correct interpretation of these data is that both dialects manipulate pitch alignment for pragmatic reasons in the phonetic implementation, with narrow-focus utterances inviting more precise placements of the pitch peak in the stressed syllable. However, speakers of the Belgrade dialect have less scope to do this, since the variation in peak alignment is employed by the phonology. Speakers of the toneless Zagreb dialect, who need not concern themselves about the preservation of a lexical contrast, make a more liberal use of their phonetic space for the expression of the same pragmatic difference. The interpretation of the Zagreb early peak as a more precise articulation of the same pitch accent is also suggested by the fact that the variation in peak timing is much less if the utterance is a reply to 'Who ate a banana'? than if it is a reply to 'What was going on?' That is, 'narrow focus' (Ladd 1980, see also chapter 9) invites speakers to implement their representations more precisely (see also section 5.7).

The difference between phonetic variation and phonological contrasts was incorporated in the research strategy that led to the intonational grammar of Dutch summarized in 't Hart, Collier, and Cohen (1990). They defined a 'standard pitch movement', the basic element in their grammar, as one that could be substituted for an observed pitch movement without changing the identity of the contour: even though there might be substantial phonetic differences between them, the
standardized contour and the original contour were 'perceptually equivalent'. If the contours were to fall short of 'perceptual equivalence', the standardization must have obliterated some phonological contrast. Not only did 't Hart et al. thus make the contrast between phonetics and phonology in intonation explicit (although they may not have agreed with this interpretation of their position), they also pioneered experimental approaches to the issue, first in a contour sorting experiment (Collier 1975a), but later with the help of acceptability judgements (de Pijper 1983; Willems 1984; 't Hart, Collier, and Cohen 1990: 53). Acceptability judgements will yield valuable information about the success of a phonetic model, but the relation to the presence of a phonological contrast may be somewhat indirect. Recently, experiments have addressed the issue of discreteness vs. gradience more directly, some of which I discuss in the next section.

### 4.4 Experimental approaches towards establishing discreteness in intonation

There have been a number of experimental approaches to the question whether a given phonetic difference represents a phonological contrast or a gradient phonetic difference. In most cases, they involve the collection of listener judgements of natural or manipulated stimuli. The first experiment involves the collection of speaker productions on the basis of a number of stimuli.

### 4.4.1 The imitation task

Pierrehumbert and Steele (1989) ran an experiment in which listeners were asked to imitate a large number of artificial intonation contours. The artificial contours, which consisted of an accentual peak followed by a final rise, differed in the alignment, i.e. the timing of the peak: there were fifteen versions, each 20 ms apart, so that the difference between the earliest and the latest peak was 300 Hz . This stimulus continuum is shown in panel (a) of figure 4.6. The authors argued that if their English subjects were capable of reproducing the continuum in their imitations, the difference must be gradient. However, if subjects were to produce a bimodal distribution of the peak times in their imitations, i.e. were to produce two clearly identifiable clusters of peak alignments, the difference must be categorial, and constitute a phonological contrast between an early peak and a late peak.

The results of the experiment favoured an interpretation whereby speakers could not accurately produce the continuum. The peak alignments in their imitations clustered around two values, one around 150 ms and the other some 300 ms after the beginning of [m]. Panel (b) of figure 4.6 reproduces the data from the speaker with the clearest separation between the two types of imitations. These data thus suggest that the contrast between early and late peaks is discrete


Fig. 4.6 Continuum of fifteen artificial contours for the expression Only a MILLionaire, with peak alignments 20 ms apart (panel a) and peak alignments relative to the release of [m] for one speaker's imitations of these fifteen stimuli showing a bimodal distribution (panel b). From Pierrehumbert and Steele (1989).
in American English. In (10), the phonological interpretations of the two pitch accents is given in the analysis presented in chapter 15.


### 4.4.2 The pitch-range task

A different approach was adopted by Gussenhoven and Rietveld (2000). The issue here was the difference between the 'high rise' and the 'low rise' in Dutch. In the low rise, the vowel in the accented syllable is low throughout, or is low during much of the duration of the vowel if the syllable is final, while the high rise has a mid-pitched accented syllable. This sometimes subtle difference is shown in figure 4.7, where panel (a) illustrates two pronunciations of the high rise on the sentence Ga je naar HILversum, niet naar BreDA? 'Are you going to Hilversum, not to Breda?' Panel (b) shows a pronunciation with low rises. In the word Hilversum the difference is fairly clear from the step up between Hil- and -ver, but in the final accented syllable only a small difference in pitch level is observed. Pierrehumbert (1980) distinguished these contours in American English as $\mathrm{H}^{*} \mathrm{H}-\mathrm{H} \%$ (the high rise) and $\mathrm{L}^{*} \mathrm{H}-\mathrm{H} \%$ (the low rise). The purpose


Fig. 4.7 High rises (panel a) and low rises (panel b) on Dutch Ga je naar Hilversum, niet naar Breda 'Are you going to HILversum, not to BreDA?'
of the experiment was to see if the Dutch contrast was categorical by capitalizing on the fact that expansion of the pitch range, which occurs when people are being emphatic or surprised, might affect $\mathrm{H}^{*}$ and $\mathrm{L}^{*}$ differently. In particular, while $\mathrm{H}^{*}$, like all H-tones, would go up, $\mathrm{L}^{*}$ might go down.

In the experiment, two sets of one-accent stimuli were judged by Dutch listeners, both with artificial contours. One set had nine versions of the low rise, resulting from combining three values of the beginning of the contour with three values for the end; while another set had nine versions of the high rise, similarly obtained by combining three end values and three beginning values. Source utterances had either final or non-final accent (see figure 4.8).

Inescapably, the results forced the conclusion that the high rise and the low rise are discretely different contours. As shown in figure 4.9, higher perceived surprise is associated with lower values for $L^{*}$ and with higher values for all H -tones, including $\mathrm{H}^{*}$. If the high rise and the low rise were different realizations of the same phonological contour, differing only in pitch range, listeners would have treated any pitch range variation in either contour type in the same manner. That is, we would not expect a raising of the pitch in the accented syllable first to have negative effects on perceived surprise, and then, as we get to some critical pitch, to have positive effects.


Fig. 4.8 Structure of the 18 artificial contours used in the 'surprise' experiment. From Gussenhoven and Rietveld (2000).


Fig. 4.9 Perceived surprise scores for different beginnings and endings of the high rise (panel a) and the low rise (panel b) in standard Dutch. From Gussenhoven and Rietveld (2000).

### 4.4.3 The semantic task

There are two techniques that may be less suitable. One is the 'categorical perception' task, discussed in the next section, and one relies on the perception of semantic differences between phonetically different forms. As Ladd and Morton (1997) point out, the sole fact that speakers tend to associate one form with one meaning and the other with another cannot serve as a demonstration that the difference is representational. This is because the differences of interpretation may be due to the fact that $\mathrm{F}_{0}$ variation in the phonetic implementation can be and often is - meaningful, and such results are therefore ambiguous.

The issue in the Ladd and Morton experiment was whether there is a phonological entity 'Extra High' in British English, as distinct from plain H. Listeners were asked to judge whether a given pronunciation of The alarm went off reported an 'everyday occurrence' or an 'unexpected event'. They were more likely to choose the second interpretation as the $\mathrm{F}_{0}$ peak over -larm was higher. Although the shift in interpretation was clearly brought about by the increased $\mathrm{F}_{0}$ peak, it could be due to a gradient form-function relation, with higher peaks signalling greater significance (see section 4.2.1).

### 4.4.4 The categorical perception task

Categorical perception occurs when listeners interpret stimuli from some phonetic continuum as belonging to one phonological category or to another, without hearing much difference between the stimuli that are interpreted as belonging to the same category (Liberman, Harris, Hoffman, and Griffith 1957; Liberman, Cooper, Shankweiler, and Studdert-Kennedy 1967). Two separate tests are required to establish categorical perception. One is an identification task, in which listeners are asked to assign randomly presented stimuli from the continuum to either of two categories. If the English categories are /p/ and /b/, say, the stimuli would be CV syllables in which the C is a labial stop whose Voice Onset Time (VOT) is varied so as to create a continuum between canonical realizations of $/ \mathrm{p} /$ and $/ \mathrm{b} /$. The results of this experiment should show an abrupt perceptual shift from $/ \mathrm{p} /$ to $/ \mathrm{b} /$, rather than a gradual transition, or one with inconsistencies. The second is a discrimination task, in which listeners hear pairs of stimuli that differ by one acoustic step on the continuum, and are asked to say whether the members of each pair are the same or different. The results of this identification experiment should reveal that discrimination is good at the point where, according to the first test, listener's perception shifts from one category to the other, but poor within the two regions of the continuum on either side of the switch-over point. The ideal result, therefore, is as depicted in figure 4.10, after Newport (1982). Here, the dashed graph represents the identification scores for, say, /b/. At early VOTs, identification of $/ \mathrm{b} /$ is perfect, while at late VOTs, no /b/s are heard. As will be clear, the identification function for $/ \mathrm{p} /$ is the exact complement. The solid graph


Fig. 4.10 Idealized discrimination function in relation to the idealized identification function for stimuli varying in Voice Onset Time. Adapted from Newport (1982).
gives the discrimination scores: in most cases, people cannot hear any difference between the members of each pair, and so the scores reflect chance ( 50 per cent). However, near the stimuli where people stop hearing /b/ and start hearing /p/, discrimination improves considerably. ${ }^{3}$

The paradigm was applied to differences in peak alignment in German contours by Kohler (1987), and the results were in reasonable agreement with what might expected if the contrast was categorical. However, it is doubtful if the paradigm can be used for intonational contrasts in general. It was used with less clear-cut results by Remijsen and van Heuven (1999), who illustrate its application to an undoubted intonational contrast in Dutch, that between a final fall $\left(\mathrm{H}^{*} \mathrm{~L} \mathrm{~L}_{l}\right)$ and a final rise $\left(\mathrm{H}^{*} \mathrm{~L} \mathrm{H}_{l}\right)$. As expected, identification scores for stimuli in which the $F_{0}$ of the contour end was varied (see figure 4.11) showed an S-shape. The status of this result by itself is no different from that obtained in a semantic task, in which subjects use a scale to record their responses: it is not clear whether the shift reflects a categorical distinction or a gradient one. The results of the discrimination task were in fact somewhat ambiguous, in that there were two peaks: one at the very low end, where it would not be expected in a 'classic' result; and one near the value where the identification function crosses the 50 per cent mark, which happens when the final pitch is around 120 Hz (cf. the top three graphs in panel (b) of figure 4.11). In addition, there is a peak in the false alarms at the same point in the continuum, which should really be subtracted from the discrimination peak, since it reflects listeners' uncertainty rather than their sensitivity. Moreover, the transition in discrimination function is not particularly abrupt, being spread out over a 20 Hz interval. ${ }^{4}$

Thus, while there is little doubt that the contrast Remijsen and van Heuven investigated is categorical, the categorical perception paradigm does not bring this out convincingly. In cases in which the paradigm has been applied to contrasts that


Fig. 4.11 Percentage 'question' responses as a function of final $F_{0}$ in Dutch stimuli (panel (a)) and percentage correct discriminations (two orders of presentation, $\mathrm{A}-\mathrm{B}$ and B-A, separately and summed) and percentage false alarms. From Remijsen and van Heuven (1999).
might on independent grounds be considered gradient, the results have been disappointingly similar. Ladd and Morton (1997) followed up their semantic experiment referred in section 4.4 .3 with a classical categorical perception experiment. Their results were not obviously worse than those obtained by Remijsen and van Heuven (1999). Post (2000b: 191ff.) tested three putative and two undoubted categorial contrasts in French, and similarly obtained mixed results. Indeed, even perception of lexical tone has failed to yield results that are comparable to those for voicing contrasts in obstruents (cf. Connell 2000).

Newport (1982) suggested that the categorical perception effect probably depends on the acoustic nature of the contrast. On the one hand, vowel duration differences between (structurally different) long and short vowels can lead to
much less abrupt perceptual shifts and much smoother discrimination functions than contrasts between plosives. On the other hand, categorical perception effects have been found for non-linguistic contrasts: the difference between hearing a string being plucked and one being bowed is apparently abrupt (Cutting, Rosner, and Foard 1976). As suggested by Aoju Chen (personal communication 2002), it may be that some intonation contrasts, like peak alignment differences, are more amenable to the paradigm than other differences, like differences in end-points of rises.

### 4.5 Conclusion

The reason why intonation is somehow 'around the edge of language', to use another characterization of Bolinger's (1964), is that what people normally understand by intonation is located in two different components of language. On the one hand, it forms part of the linguistic structure in the ordinary sense. The design features that have been found to be valid for language generally are unambiguously also valid for intonation. First, because its phonology and morphology are non-isomorphic, it has duality of structure; second, because the meaning of intonational forms often appear counter-intuitive, it has arbitrary form-meaning relations; and third, because we can have the experience of interpreting ambiguous acoustic signals as either one structure or as another, it has discreteness. At the same time, however, intonation can be shown to be a form of animal communication when we consider the way speakers express such meanings as surprise, emphasis, and anger. This part is non-structural, and the way people use pitch to express these meanings is likely to be largely independent of the language they speak. It manifests itself in the phonetic implementation of prosodic structures, when people have the opportunity to express universal meanings simultaneously with the realization of their linguistic structures. This response to the problem of the partly paralinguistic nature of intonation contrasts with earlier ones in which either a largely non-linguistic viewpoint is adopted (e.g. Martinet 1962: 28) or an exclusively linguistic viewpoint (e.g. Ladd 1981), as well as with approaches in which the two aspects are reconciled with each other in a gradient conception of their difference (e.g. Crystal 1969: 128; Lindsey 1985).

Because the structural form-function relations often look as if they might be non-structural and vice versa, there may be uncertainties about the status of phonetic contrasts: two forms could be different because they are (meaningfully different) implementations of the same structure; or because they are implementations of different linguistic expressions. In addition to our intuitions about sameness and difference, there is a role for experimental approaches to this type of question, and a number of research paradigms were discussed and illustrated. A resolution of such questions is obviously of great importance for a proper understanding of the nature of intonational grammars. Before we look at grammars, however, the next chapter addresses the question how humans know what the universal, paralinguistic meanings are.

## Notes

1. The same interrogative contour was shown in panel (b) of figure 3.1. Roermond Dutch, Greek and Hungarian have similar interrogative contours (Ladd 1996; Gussenhoven 2000b, Varga 2002; Arvaniti and Baltazani 2003).
2. A further test would be needed to show that mean in (4) is in fact unaccented. For instance, we could employ additional expansions like you mean to say, you mean to say, my darling, to show that, when we keep the intonation the same, the rise on mean 'travels', and is located on the final syllable in each of these expansions, regardless of their length.
3. Discrimination experiments should always include stimulus pairs with identical members, and in practice, the chance level is therefore not 50 per cent, but is determined by the number of 'false alarms', that is, the number of times listeners claim to hear a distinction where there is none.
4. When results per speaker were considered, the transitions appeared more abrupt, and the locations of individual discrimination peaks correlated positively with individual crossover points. This suggests that there is variation in the establishment of the category boundary.

## 5

## Paralinguistics: Three Biological Codes

### 5.1 Introduction

In chapter 4, we have seen that speakers manipulate their phonetic implementation for communicative purposes in a way that is to some extent independent of the language they speak. In this chapter, it is argued that the knowledge people have of these form-function relations derives from three biologically determined conditions. One is that the organs with which we produce speech, in particular the larynx, vary in size, the second that the production of speech requires energy and that variation in effort is detectable in the signal, and the third is that the supply of this energy occurs in phases, as determined by the breathing process. The exploitation of the connection between $\mathrm{F}_{0}$ and size of the organism, with smaller larynxes producing higher notes than larger ones, was identified as the Frequency Code by Ohala (1983). Variation in effort is associated with the excursion size of pitch movements, greater effort leading to wider excursions, the Effort Code (Gussenhoven 1999c). Third, the Production Code associates high initial pitch with beginnings and final low pitch with endings of speech events (Gussenhoven 2002).

Before moving on, it must be stressed that speakers do indeed actively control their phonetic implementation, for a variety of purposes. Phonetic implementation is not automatic, such that given the physiological properties of the speaker, the acoustic realization of a linguistic representation is given (Kingston and Diehl 1994). To put the discussion in its right perspective, section 5.2 considers phonetic variation which is not under speaker control, while section 5.3 deals with a variety of non-intonational purposes for control in phonetic implementation. Section 5.4 takes a closer look at the notion pitch range, distinguishes pitch register from pitch span, and makes the point that speakers actively control their pitch range. The nature of the universal meanings expressed through pitch variation is dealt with in sections 5.5-5.9.

### 5.2 Variation beyond the speaker's control

The output of the phonetic implementation will in part be determined by one's anatomy. Most evidently, the vocal tracts of men are longer than those of women ( 17.5 cm and 14 cm , respectively, cf. Ohala 1983), which difference will affect formant values, with smaller vocal tracts producing higher formants. Importantly, too, the larger and heavier vocal folds of men will produce lower rates of vibration, and hence lower average pitch (Beck 1997). Under equivalent levels of effort, therefore, a male larynx will produce a lower $F_{0}$ contour than a female larynx. Xu (1998) has argued that the time between the emission of a neural command for the beginning or end of a pitch movement and its execution by the vocal cords is responsible for the frequently observed phenomenon that pitch peaks tend to occur late in or even after the syllable in which the phonology locates them. If this delay is in fact non-negligible, it may help to account for the widespread finding that pitch movements tend to lag behind the segmental structure. Interestingly, Braunschweiler (2003) finds that intensity peaks tend to precede peaks of $\mathrm{H}^{*}$ accents in German by some 20 ms , suggesting that the $\mathrm{F}_{0}$ movement comes after the peak in the articulatory gesture for the vowel. In section 5.9, I will argue that peak delay, over and above any automatic effects, is under speaker control.

Another factor which is at least partially outside the speaker's control is his emotional state, and to the extent that it is its phonetic effects will be the same for speakers from different cultures. Bezooijen (1984: 128) shows that Taiwanese and Japanese listeners perform well above chance when identifying sadness, anger, and surprise as deliberately expressed emotions by Dutch speakers. In addition to unavoidable effects, there is also a cultural element in the way we express emotions. Indeed, emotions like contempt and shame were poorly recognized by the non-Dutch listeners. Scherer (2000) similarly demonstrates on the basis of speakers from nine speech communities from three continents that the recognition of emotions is largely, but not entirely, universal.

### 5.3 Motivations for control in speech production

There are several purposes for which speakers exercise control over their speech production. These include their social aspirations, the care they give to the discriminability of phonological contrasts, and iconic uses of the voice (other than those to be discussed under the Effort Code, the Production Code, and the Frequency Code).

### 5.3.1 Social aspirations

As emphasized in section 4.3.1, phonological representations do not have unique phonetic implementations. The same representation will give different outputs in different languages or language varieties (Pierrehumbert 1990). The expression Good heavens! most probably has the same phonological representation in many
varieties of English which nevertheless sound recognisably different. Or again, it is reasonable to assume that the prosodic structure of a citation pronunciation of a Dutch monosyllabic word is identical to that of an equivalent pronunciation in British English, but, on average, the phonetics are different. The British English rising-falling movement (for that is what would be observed) would peak higher (Willems 1984); it will also be longer, in comparable segmental conditions, which is due to the fact that British English adds the effects of 'accentual lengthening' and 'final lengthening', while Dutch does not. First, in both languages, a pitch accent lengthens the accented syllable, and to a lesser extent the post-accentual syllables (Cambier-Langeveld and Turk 1999). Second, both languages lengthen syllables at the ends of prosodic constituents, like the end of the intonational phrase. But only in British English are the two effects additive, resulting in a longer final syllable than in Dutch (Cambier-Langeveld 2000).

Thus, the precision with which people pronounce their representations is responsible for the notion 'native accent'. It might be objected that speaking one's language with a native accent does not constitute an instance of speaker control, as the articulatory behaviour is entirely automatized. A related type of control which is less open to such criticism, because it is unambiguously employed for effect, concerns prestige-related variation. Speakers will vary their pronunciation to their social advantage by choosing the variant with the higher social prestige as frequently as they think they can afford to, given their social position and the status of the hearer, as shown by a large body of sociolinguistic research since Labov (1963). This not only goes for variation in the morpho-syntax, such as when speakers choose to say loo rather than toilet, or the phonological representation, such as when speakers choose to say ['gæra:3] rather than ['gærıd3] for garage, but crucially also when they fine-tune the articulation of their vowels.

### 5.3.2 Contrast enhancement and contrast preservation

Another type of goal-oriented behaviour draws on the speaker's (tacit!) knowledge of his phonology. Two types can be distinguished: 'enhancement' of phonological contrasts (Stevens, Keyser, and Kawasaki 1986); and something I will refer to as 'contrast preservation'.

## Contrast enhancement

Enhancement of phonological contrasts is the recruitment of ancillary phonetic features to aid the perceptual effect of the phonetic feature that is most directly linked to the phonological feature being implemented (Stevens, Keyser, and Kawasaki 1986). For instance, Slis and Cohen (1969) showed that intervocalic voiced and voiceless stops are phonetically different in many more ways than just the state of the glottis. Among other things, a voiceless stop is longer than a voiced one, the preceding vowel tends to be shorter, and the intensity of the plosive burst is higher. The duration difference is due, on the one hand, to
the temporal requirements of the gesture for voicelessness, which takes time to execute and to perceive, and, on the other, to the requirement to maintain voicing, which in a closed vocal tract takes place in adverse conditions. (The air pressure in the vocal tract will increase as air is pumped into it through the intermittently open glottis during voicing, but in order to maintain the air flow that drives the vocal fold vibration, lower air pressure must exist above the glottis than below it.) The difference in the duration of preceding vowels assists the hearer in the perception of the voicing of the obstruent, particularly in syllable-final position, where the difference between a voiced and a voiceless plosive is harder to hear: the longer vowel suggests that the following plosive is shorter, and vice versa. The existence of speaker control here is suggested by the fact that languages with more devoicing of the voiced member of the opposition, like British English, tend to have a greater duration difference in the pre-obstruent vowel than languages like French, which retain more voicing in the voiced obstruents, or Arabic, which has barely any duration difference, but also little or no devoicing (Kluender, Diehl, and Wright 1988).

The hypothesis that enhancement is at least partially under speaker control was argued for by Kingston and Diehl (1994) on the basis of the enhancement of voicing contrasts in syllable-initial plosives. As explained in chapter $1, \mathrm{~F}_{0}$ perturbations lead to higher $\mathrm{F}_{0}$ immediately before and after voiceless obstruents than before and after voiced obstruents, which difference had been shown to help the identification of the voicing of following obstruents by Kohler (1990). The effect has been explained as a consequence of the vocal fold spreading gesture for the voiceless obstruents. Because the relative stiffness of the vocal folds during the spreading may leak into the voicing phase, an increased vibration rate will result, all else being equal. While this may be so, Kingston and Diehl argue that the effect cannot be entirely automatic. In a language that contrasts voiceless unaspirated with voiceless aspirated plosives or with voiceless geminates (Abrahamson 1999), $\mathrm{F}_{0}$ after a voiceless unaspirated plosive is relatively low, but in a language that contrasts voiced unaspirated with voiceless unaspirated stops, the $F_{0}$ after a voiceless unaspirated plosive is relatively high. In other words, speakers are not at the mercy of the particular voicing properties of the obstruent in question, but adjust the $\mathrm{F}_{0}$ such that the more voiced member has lower $\mathrm{F}_{0}$ : [p] will trigger $\mathrm{F}_{0}$ lowering if it contrasts with $\left[\mathrm{p}^{\mathrm{h}}\right]$, but $\mathrm{F}_{0}$ raising if it contrasts with [b].

## Contrast preservation

Contrast preservation is a related type of behaviour, whereby the speaker suppresses a natural phonetic effect in order not to compromise a contrast that relies on the phonetic variable concerned. An example is the focus-dependent peak alignment variation in the Belgrade dialect, which might jeopardize a lexical tone contrast (see section 4.3.3). Another example concerns vowel duration differences before voiced and voiceless obstruents. Even though Scottish English might at first sight fare well by having a similar difference in vowel duration as
exists in other varieties of English between words of the type bead and beat (i.e. [biidd] and [bit]), Norval Smith (voce) claims the difference is negligible in his own speech. As it happens, there is a phonological vowel duration contrast in pairs like greed [grid] - agreed [ $\wedge$ 'gri:d], and the adoption of an enhancement strategy for voiced and voiceless coda obstruents would in this case compromise the vowel quantity contrast (see also Foulkes and Docherty 1999). Or again, the finding that consonantal perturbations are less persistent in tone languages than in non-tonal languages like English can be explained as due to contrast preservation (Hombert 1978).

### 5.3.3 Automatic or controlled?

In chapter 4, the point was made that meaningful control in speech production cannot always readily be distinguished from variation due to the occurrence of different phonological forms. At the phonetic end, it may be hard to distinguish speaker control from aspects of the speech signal that are unavoidably due to the speech production mechanism. In addition to the effects due to anatomy and uncontrolled emotion (section 5.2), speakers may choose not to bring some articulatory interaction under control. A case of this kind was made by Whalen and Levitt (1995), who surveyed research results on intrinsic pitch in vowels in thirty-one languages, and found that $\mathrm{F}_{0}$ was positively correlated with vowel height in all of these. Their conclusion was that the effect is automatic, and not due to enhancement, as claimed by (Diehl 1991), since the effect is apparently omnipresent, and more particularly since there appeared to be no relation between the size of the vowel inventory and the size of the effect. That is, people do not apparently use it to enhance the distinctiveness of vowels that are close together in the vowel space. However, their case is not entirely convincing. First, enhancement of a vowel contrast by boosting the $\mathrm{F}_{0}$ of the closer vowel and lowering that of the opener one would imply having to fine-tune the entire range of vowel heights, in order not to upset the listener by a 'reversed' intrinsic pitch relation for one vowel and the next vowel up, or down, in the scale of vowel heights. Intrinsic $\mathrm{F}_{0}$ may therefore not be an efficient way of enhancing vowel height, because the more vowel heights there are and thus the greater the need for enhancement, the smaller will be the latitude for $\mathrm{F}_{0}$ enhancement. And when there are few vowel heights to be distinguished, their acoustic separation is wide enough to make enhancement by means of pitch a pointless exercise. ${ }^{1}$ In other words, there is little motivation for the speaker to interfere in the natural occurrence of intrinsic $\mathrm{F}_{0}$. But absence of enhancement does not exclude speaker control. There is in fact positive evidence for the control of intrinsic pitch for contrast preservation. Connell (2002) has shown that speakers of Mambila suspend intrinsic $\mathrm{F}_{0}$ differences in order not to compromise its tonal contrasts: Mambila has four contrasting level tones!

### 5.3.4 Iconic opportunism

Finally, there are ways in which semantic knowledge can be directly exploited in speech production. Many words mean things that can be expressed iconically in the acoustic signal, which happens when a speaker pronounces the English word long with a much longer vowel than is warranted by the phonological context. Similarly, some speakers will contrive to pronounce a word like dull or drone with low level pitch, and conversely, words like tiny and squeak with high pitch, when used in multi-word sentences. Because objects more often have visual characteristics offering opportunities for imitative expression through manual gestures, this kind of iconic opportunism may be more common in sign language than in spoken language (van der Hulst voce, Gussenhoven 1999a).

### 5.4 Pitch register and pitch span

This section deals with the control of pitch range. There are two main types of pitch-range variation. The first is called 'register' (Cruttenden 1997: 123) or 'pitch level' (Ladd 1996: 260). Variation in the register amounts to the raising and lowering of the contour in the $\mathrm{F}_{0}$ space. The variation has also been referred to as variation in the 'reference line', where the idea is that there is a constant value for every contour that enters into the calculation of the targets for the Hs and Ls. Thus, male speech has a lower reference line than female speech, while children will have a higher reference line than adults, but their contours could nevertheless be otherwise equivalent. While our pitch register is first of all determined by the size of our vocal folds, we vary it for communicative purposes, such as when we speak with higher than usual pitch to imitate the voice of a child or to express surprised indignation, or when we lower it to suggest confidentiality. (Think of the British English confidentiality marker 'Between you and me and the gatepost . . . customarily said with lower than usual register.) A choice of pitch register will remain valid for the whole intonational phrase.

The other way in which pitch range is varied concerns the 'pitch span' (Ladd 1996: 260), also referred to as the 'excursion size' ('t Hart, Collier, and Cohen 1990: 75) or 'key' (Cruttenden 1997: 123), and often simply as 'pitch range'. This measure refers to the distance between the highest and the lowest pitches in the contour. When the pitch span is increased, the highs are raised, while the lows stay put or, at least in the case of the realization of $L^{*}$ in Dutch, go down (Gussenhoven and Rietveld 2000). Unlike register variation, variation in pitch span can apply to subparts of the utterance (Ladd and Terken 1995). Cruttenden (1997) distinguishes 'key' as a contour-wide type of variation in pitch span from 'accent range', pitch-span variation which is locally defined by a single pitch accent. Speakers thus not only choose a pitch-span specification for the entire utterance, but - in at least some contours - may independently differentiate the pitch spans of local accentual contours. For instance, but MATHS is EASy may be pronounced as a single intonational phrase with two equally high-accent peaks,


Fig. 5.1 Variations in pitch range relative to the contour in but MATHS is EAsy in panel a, higher register (panel b), greater span (panel c), and greater local-accent range (panel d).
but the second may also be spoken with a substantially higher peak than the first, without changing the phonological identity of the contour. Second, different intonational phrases within the same utterance may have different pitch spans. The variation in the span of the peak on EASy is independent of the relative pitch spans maintained for the two intonational phrases WRITing is HARD and but MATHS is EASy when spoken as a single utterance. Figure 5.1 illustrates the effect of a register change, an utterance-wide pitch-span range, and a local pitch-span change in but MATHS is EASy.

### 5.4.1 Control of pitch range

The illustration of speaker control in pitch is based on a well-known data set presented by Liberman and Pierrehumbert (1984). The point is to show that, given some realization of the pitch spans of the two intonational phrases within an utterance, speakers can vary the span of the entire utterance, while keeping the relative pitch spans of the two intonational phrases constant (Ladd 1996). That is, speakers can accurately retain a subjectively constant ratio between the heights of the peaks in each intonational phrase in $\langle\{A N n a\}$ \{came with MANny\}〉. Liberman and Pierrehumbert showed this to be true for two phonologically different contours: one of which was pronounced with a wider pitch span for the first peak, P1, than for the second, P2; and one of which had a P1 that was lower than or equal to P2. As can be seen in the top panel of figure 5.2, in one contour Anna has a falling tune and Manny a falling-rising one (the 'A-B' contour), while the other (bottom panel) has these tunes in the opposite order (the ' $\mathrm{B}-\mathrm{A}$ ' contour). Figure 5.3 plots the $\mathrm{F}_{0}$ of the two peaks as measured in a large number of repetitions with different utterance-wide pitch spans by one speaker. Each data point represents two values: one for the highest $\mathrm{F}_{0}$ in P1; and one for the highest $\mathrm{F}_{0}$ of P2 in the same utterance. The data points for each contour lie fairly neatly along a straight line, indicating that speakers can calculate the appropriate new values for a given contour when moving the overall pitch span for the utterance to a higher value.

Of course, there are many other phonetic realizations of the ' $\mathrm{A}-\mathrm{B}$ ' and ' $\mathrm{B}-\mathrm{A}$ ' contours, among which those that reverse the relative pitch spans of the peaks.


Fig. 5.2 Phonetic implementations of two phonological contours for the sentence Anna came with Manny, with different pitch spans for the pitch peak on each accented word. From Liberman and Pierrehumbert (1984).


Fig. 5.3 $\mathrm{F}_{0}$ plots of P1 and P2 for a large number of realizations of two phonological contours for the sentence Anna came with Manny, illustrating good control of the relative heights of the peaks. In the ' $\mathrm{A}-\mathrm{B}$ ' order, P 1 is perceptually less salient than P 2 , and in the ' $\mathrm{B}-\mathrm{A}$ ' order, P1 is more salient, and physically higher, than P2. From Liberman and Pierrehumbert (1984).

For example, the contour of panel (a) could have a clearly higher P2 than P1 if it is used as an echo question, a surprised repetition of the hearer's previous statement. The point is therefore not that the contours must have these particular realizations, but that speakers are capable of preserving a given choice of pitch span for each intonational phrase, while increasing or decreasing the overall pitch span of the whole utterance (see also Ladd 1996: 64).

We now move on to the question of what universal meanings are expressed with the help of variations in pitch span and pitch register.

### 5.5 Biological codes in pitch variation

The rate of vocal fold vibration is principally controlled by muscles adjusting the position and tension of the vocal folds. In addition, there are three inherent features of the speech-production mechanism which affect vibration rates. First, smaller larynxes contain lighter and smaller vocal folds, with which faster vibration rates are achieved for a given amount of muscular energy (e.g. Laver 1990). Second, the generation of the air pressure driving the vibratory action is tied to the exhalation phase of the breathing process, and hence becomes available in phases, Lieberman's breath groups (1967, 1980). Third, the speech production process may be executed with greater or lesser precision. If the speaker lavishes more care on it, his articulation will be more precise, and his pitch movements will carried out with less undershooting of targets (Lindblom 1990; de Jong 1995). These considerations lie at the basis of three biological codes.

First, the correlation between larynx size and rate of vocal fold vibration is exploited for the expression of power relations. The many ramifications of this connection, which he termed the 'Frequency Code', were dealt with by Ohala (1983, 1984, 1996), and my labels for the other two relations are by analogy with his term. Second, the Effort Code associates wider excursions and a higher incidence of movements with greater effort. Third, the Production Phase Code, or Production Code for short, associates high pitch with the beginning of utterances and low pitch with the end.

Together, the three biological codes explain what is universal about the interpretation of pitch variation. In each case, the general form-function relation acquires a number of more specific interpretations. These can be classed as 'affective', in which case they signal attributes of the speaker; or 'informational', in which case they signal attributes of the message. The specific meanings deriving from these codes may occasionally be in competition, when high (or low) pitch signals a meaning in one code which is the opposite of that signalled by the other code, while similar meanings can be achieved from different pitch characteristics, if these are interpreted in terms of different codes.

Many languages have structural, i.e. morphologically encoded, meanings at their disposal which are the same as the universal meanings to be outlined below. We might consider this the unmarked situation: in the absence of any motivation to the contrary, the intonational morphemes of a language will reflect the universal
form-function relations. In such grammaticalizations of the universal codes, the function is morphemic; the form phonological. But, of course, as structural elements, these morphemes are subject to the normal forces of languages change, and as a result languages may possess form-meaning relations in their grammars which go against the universal, biological codes, like interrogative intonation contours that end in falling pitch. This happens so commonly that Ladd (1981) rejected the notion of universal form-meaning relations in intonation, on the ground that if a universal is only in evidence, say, 70 per cent of the time, there is little explanatory power to be derived from it. Crucially, in the present perspective, such 'unnatural' form-function relations must be structural, i.e. discrete. An account of how a group of German dialects changed from a 'natural' rising question intonation to an 'unnatural' falling one is given in chapter 11.

A final preliminary remark to prevent a possible misinterpretation. Biological codes are form-meaning relations which are based on effects of physiological properties of the production process on the signal, but communication by means of these codes does not require that these physiological conditions are actually created. It is enough to create the effects. When we say that the meaning 'emphasis' as signalled by wide-pitch excursions is derived from the Effort Code on the ground that greater effort will typically lead to wider pitch excursions, there is no implication that the speaker who signals emphasis by using the Effort Code actually expends greater effort on his speech production. The only thing he needs to do is choose his pitch range such that he will be understood to be exploiting the relation between excursion size and articulatory effort. Similarly, when using the Production Code to signal the end of a speaking turn, the speaker need not have his exhalation phase end with the end of his utterance, or even produce a more steeply declining overall contour shape, but need only lower the pitch of the last one or two syllables of his utterance, and so on. The indirectness of the relation between actual speaker behaviour and the natural connections between speech production and pitch are underscored by the use of delayed peaks as a substitute for high peaks (Gussenhoven 1999c), and the use of high register as a substitute for wide span, as discussed in section 5.9.

### 5.6 The Frequency Code

The Frequency Code was proposed by Ohala (1983) as an explanation of the striking similarity across languages in the use of rising or high question intonation and falling or low statement intonation. Essentially, Ohala extended the explanation for the widespread similarities in patterns of avian and mammalian vocalizations in face-to-face competitive encounters to human speech given by Morton (1977). Vocalizations by dominant or aggressive individuals are low-pitched, while those by subordinate or submissive individuals are high-pitched. Lower pitch suggests the organ producing the vocalization is larger. In fact, the exploitation of this correlation in nature is not confined to meaningful variation by individuals. In many species, it is hard-wired in the sexes through dimorphism, the different
biological developments of the male and female members of a species. In the front-to-back dimension, the male human larynx is almost twice the size of the female larynx, exactly the dimension which affects the fundamental frequency most. It arises at puberty, the age at which boy becomes man, ready to assume the role of defender or aggressor. To underscore the effect, the male larynx is positioned lower in the throat, causing the vocal tract, the tube leading to the lips, to be some 3.5 cm longer than the female vocal tract. The effect is that formant frequencies are lower in men, again suggesting a larger creature. Other aspects of dimorphism in animals and humans point in the same direction: males may have extra feathers to be erected, antlers, thicker manes, or, in the case of humans, peripheral facial hair, all of which serve to make the creature look more imposing. Ohala (1983, 1984, 1996) claims that we associate pitch with this package of evolutionary meanings, for which reason intonation contours have come to have the distributional bias we observe. The Frequency Code, therefore, is a 'size code': just as effort is here seen to lie behind the meanings to be discussed in section 5.7 , so size is the explanatory concept behind the meanings discussed in this section.

### 5.6.1 Affective interpretations of the Frequency Code

It is tempting to think of the anatomical differences between men and women as just a relic of an earlier evolutionary functionalism, with no relevance for presentday social interaction beyond signalling the sex of the speaker. However, people will project what they perceive as their social role in their voice, and gender roles are no exception. Voice characteristics that are manipulated include type of vocal fold vibration (breathy voice, creaky voice), formant frequencies (as a result of vocal-tract manipulations like lip rounding, nasalization, habitual tongue posture, and pharyngeal constriction), but also fundamental frequency (e.g. Laver 1980). For instance, while men will produce lower average formant frequencies than women as a result of their longer vocal tracts, speech communities vary in the social significance they attach to the gender difference, which suggests that one or both sexes might well exaggerate the effect (Henton 1995; Henton 1999). Henton and Bladon (1988) find that creak is a marker of British male speech, and that at least in some varieties it is used to signal masculinity. Similarly, different speech communities may have different average pitch levels, for one or both sexes. Thus, American men speak at a lower pitch than German men (Scherer 1979), Japanese women speak at a higher pitch than American women (Ohara 1992), and Dutch spoken by Belgian women is higher than Dutch spoken by Dutch women (Bezooijen 1993). ${ }^{2}$ Biemans (2000: 157), who also gives a survey of the recent literature (2000: 19ff.), found a positive correlation between five artificial registers superimposed on a set of spontaneous male and female utterances and the scores on a 'femininity' scale, and a negative correlation with the scores on a 'masculinity' scale. That is, raising our register will make us sound more feminine and lowering it will make us sound more masculine.

There are several different affective interpretations of the Frequency Code. 'Feminine' vs. 'masculine' values are associated with 'submissiveness' and 'dominance', respectively. Other meanings include (for higher pitch) 'friendliness' and 'politeness'. A closely related one is 'vulnerability' (for higher pitch) versus 'confidence', which may play out as 'protection', or as its counterparts 'aggression' and 'scathing'. They can be grouped as affective interpretations of the Frequency Code, as they signal properties of speaker. Positive scores for high pitch on semantic scales for 'polite', 'non-aggressive', and 'friendly' are a commonplace finding in perception experiments with intonation. Uldall (1964) found that listeners associated high-ending rises with both 'submissiveness' and 'pleasantness'. In a recent experiment, Rietveld, Haan, Heijmans, and Gussenhoven (2002) found that the scores on four scales measuring affective meanings for eight Dutch intonation contours correlated highly with the mean fundamental frequency of the contours. Even stronger correlations were found between these scores and the mean fundamental frequency of the last quarter of the contours, suggesting that contour endings are used more for this purpose than other parts.

### 5.6.2 Informational interpretations of the Frequency Code

'Informational' interpretations of the Frequency Code are 'uncertainty' (for higher pitch) vs. 'certainty', and hence 'questioning' vs. 'assertive'. In an experiment with a number of artificial intonation contours superimposed on a phrase which could be interpreted as either Swedish för Jane or English for Jane, Swedish and American listeners were asked to decide whether each utterance presented to them was meant as a statement or as a question (Hadding-Koch and Studdert-Kennedy 1964). The contours on these utterances consisted of a single rising-falling peak on Jane varying in peak height (a high 310 Hz and a super-high 370 Hz ) and was combined with seven values for the end pitch, ranging from 130 Hz to 370 Hz . The results for both groups of listeners were that the higher peak attracted more 'Question' judgements than the lower peak, while there was a clear correlation between end pitch and these scores. The variables peak height and end pitch are rather salient ways of manipulating the Frequency Code, and the results reflect this. Figure 5.4 presents the structure of a subset of the stimuli ${ }^{3}$ and the results for the Swedish listeners in a graph with end point on the x -axis and percentage 'Question' judgements on the y -axis. The interrupted graphs (for the stimuli with the high peak) cross at a lower value for end pitch than the solid graphs (for the stimuli with the superhigh peak), showing that higher peaks are more likely to lead to the perception of questions: for the same end pitch, the higher peak always leads to more 'Question' judgements.

Interestingly, the results also show the influence of the native language. The two crosses indicate the crossover points for the American listeners. Listener language appears to interact with peak height: Swedish listeners differentiate more

Swedish two-category semantic judgements



Fig. 5.4 Percentage 'Question’ responses (thick graphs) and complementary 'Statement' responses (thin graphs) by Swedish listeners as a function of end pitch (x-axis) and peak height (solid graphs: high peak, interrupted graphs: superhigh peak). The two plus symbols indicate the crossover points for American listeners (high peak: right, superhigh peak: left). From Hadding-Koch and Studdert-Kennedy (1964).
sharply between the superhigh peak and the high peak than do the American listeners, showing a greater influence of this variable in their scores. The difference must be due to the fact that Swedish does not have final rises as a cue for questions, while English does. As we will see in chapter 11, Swedish has essentially a single, falling intonation contour, which may be realized with raised register and/or less deep falls in interrogatives. As a result, Swedish listeners rely more strongly on other cues. ${ }^{4}$ Similarly, Japanese listeners are less inclined to hear interrogativity in high-peaked contours that Russian listeners (Makarova 1999b). Indeed, Japanese uses a final rise for questions (Pierrehumbert and Beckman 1988), while Russian employs peak height difference (Makarova 1999a).

When a phonological contour functions both as statement and as question intonation when used on the same syntactic structure, provision can still be made in the phonetic implementation to ensure that the question will be said at a higher pitch than the statement. Such phonetic use of pitch range appears to be common in Chinese languages (Shen 1990; Duanmu 2000).

## Grammaticalizations

Grammaticalization of the informational interpretation of the Frequency Code is widespread. A number of ways exist in which raised pitch for questions has been grammaticalized. Languages may suspend downstep (see also


Fig. 5.5 Four phonologically different rising intonation contours in Dutch.
chapter 6), as in the intonation-only language Danish (Gønnum 1983a) or the tone language Twi (Hyman 2001b). Raising of the pitch register is discrete in Jita, a tone language, where in questions the register is raised up to and including the last (lexical) H-tone of the sentence, or, if the sentence consists of L-tones only, the penultimate syllable (Downing 1996). As a result, questions and statements whose last syllable has L-tone have the same low end-points, but differ in pitch height before the last pitch fall, while those whose last syllable has H -tone differ in register throughout the sentence. Phonologically, the difference could be represented by means of an initial $\mathrm{H}_{l}$. Questions in Malay, not a tone language, similarly begin at a higher pitch than statements (Indirawata Zahid, voce), a difference that likewise would appear to be discrete. Most commonly, the end of the sentence is signalled out for phonological interrogativity marking. Over 70 per cent of the languages in the world are estimated to have rising intonation contours, while the use of rising intonation for statements is exceptional (Bolinger 1972). In fact, many languages have more than one rising pattern. Dutch has four phonologically different contours, $\mathrm{H}^{*} \mathrm{~L} \mathrm{H}_{\iota}$, or the fall-rise, $\mathrm{H}^{*} \mathrm{H}_{\iota}$, or the high rise, $L^{*} \mathrm{H}_{\iota}$, the low rise, and $\mathrm{L}^{*} \mathrm{H}_{\iota}$, the low low rise, as shown in figure 5.5. The same contrasts exist in English.

Grammaticalization of peak height is less common. Bengali has two phonologically different contours showing an intonation-phrase final peak. One signals contrastive declarative focus and the other a yes-no question. Phonologically, the two peaks differ in the status of the H -tone, which belongs to the phonological phrase in the case of the contrastive declarative $\left(\mathrm{H}_{\phi}\right)$, but to the intonational phrase in the case of the interrogative contour $\left(\mathrm{H}_{l}\right)$ (see also figure 3.1). The point is that the tone of the intonational phrase is pronounced at considerably higher pitch (Hayes and Lahiri 1991a), in addition to being later.

### 5.7 The Effort Code

Increases in the effort expended on speech production will lead to greater articulatory precision (de Jong 1995), including a wider excursion of the pitch movement. Speakers exploit this fact by using pitch-span variation to signal meanings that can be derived from the expenditure of effort.

### 5.7.1 An informational interpretation of the Effort Code

A common communicative reason for raising the effort level is the speaker's concern that his message should come across. Wichmann (2000: 116) found that the overall pitch range of utterances in British English radio news bulletins correlated with informational salience, as determined independently of the acoustics. Probably all languages, even those with many tone contrasts, will have sufficient phonetic space left for expressing degrees of emphasis of this kind.

As many perception experiments with artificial intonation contours have shown, the higher a pitch peak is, the more prominent it will sound, everything else being equal (Rietveld and Gussenhoven 1985; Ladd and Morton 1997). Interestingly, however, the roles of pitch-register variation and pitch-span variation are not the same: perceived prominence is not simply a correlate of peak height. Rather, it is an estimate of how wide the pitch excursion is, given some choice of pitch register, and the listener's impression therefore results from an estimate of the pitch span in relation to an estimated pitch register. The most straightforward way in which this can be demonstrated is by having listeners judge the prominence of peaks in identical pitch contours superimposed on a male and a female voice, as reported in Gussenhoven and Rietveld (1998). In this experiment, the source utterances had been recorded by a woman with a fairly 'deep' voice. They were provided with artificial spectra by multiplying the first two formants with a factor of less than 1 , so as to create a set of stimuli that sounded as if they were spoken by a man, as well as by a factor of more than 1 , so as to create a set that sounded as if they were spoken by a woman whose voice was subjectively more feminine than the original voice. Listeners rated pitch peaks in the artificial male voice as more prominent than the equivalent pitch peaks in the artificial female voice, even though the $\mathrm{F}_{0}$ contours were identical. That is, prominence judgements are made relative to a hypothesized $\mathrm{F}_{0}$ reference line, as determined by the estimate of the speaker's register, and, since the register of a female speaker will be expected to be higher than that of a male speaker, perceived prominence in the male stimuli fell considerably short of that in the female stimuli. This effect can also be found within the same speaker. Gussenhoven, Repp, Rietveld, Rump, and Terken (1997) found that raising the pitch of the brief stretch of pitch before the first accent peak decreases the perceived prominence of the peak. This result can be interpreted as an effect of the raising of the reference line, and shows again that the perception of emphasis is related to the interpretation of pitch excursion
size, not with height of pitch per se. ${ }^{5}$ This conclusion will be further modified in section 5.9 , which argues that speakers may use substitute phonetic features to create particular effects.

## Grammaticalization: focus

Common grammaticalizations of the 'significance' interpretation of the Effort Code concern focus. Languages have ways of marking important parts of expressions for focus, or 'information packaging'. Information packaging 'reflects the speaker's beliefs about how the [sentential] information fits the hearer's knowledge store' (Vallduví 1992: 10). In chapters 9-13, a number of issues are raised which I briefly introduce here. First, the size of the significant part of the sentence, the 'focus constituent', will vary. The English expression In the TALL building could be a reply to 'Is that where you work?', asked by someone pointing in the general direction of a city's skyline. Here, the focus constituent is tall, the concept of buildings being understood from the context. By contrast, In the TALL BUILDing, which might be spoken in response to 'Where would you hide if you had to?' in a situation where the addressee had more options for a hide-out besides buildings, the focus constituent is the tall building. Ladd (1980: 75) referred to this variation as the difference between 'broad focus', i.e. expression-wide focus, and 'narrow focus', any focus constituent which is smaller than the whole expression. Second, there are different types of focus. The most common type is typically defined as the answer to a question, as in the above example, and is called 'presentational focus' (Zubizarreta 1998; Selkirk 2002) or 'information focus' (Kiss 1998). Languages may have more than one pairing of structural device and focus type. Although English does not typically distinguish 'presentational focus' from 'corrective focus', languages may have different forms. In European Portuguese, a pitch accent expressing presentational focus occurs in (1a), while the pitch accent expressing corrective focus occurs in (1b). Example (1a) could be a reply to 'What about Roberto and Maria?', while (1b) requires a context like 'Have they split up?' (See also Gussenhoven forthcoming.)


In fact, 'corrective focus' and 'narrow focus' are sometimes confused in discussions on this topic; both may be referred to as 'contrastive focus'. The difference becomes clear if we were to replace (1a) with Casaram Roberto y Maria, where the focus is narrow, i.e. Casaram, but not corrective, and the pitch accent on that word would still be $\mathrm{H}+\mathrm{L}^{*}$.

A third issue concerns the kind of linguistic device used to express information packaging. It may be expressed in the syntax, by reserving a structural position


Fig. 5.6 Neutral and contrastive pitch accent on European Portuguese Casaram.
for the focus constituent, like the end of the sentence of the position before the verb; or by using focus particles, which are placed in some structural position before or after the focus constituent. Papiamentu uses both devices. As shown in (2b), the focus constituent is topicalized, while a focus particle, $t a$, is appended at the end of the clause that contains a narrow focus constituent (Römer 1991: 8).
(2) a. E kas di glas
is house of glass
'The house is made of glass' (neutral focus)
b. (A: What's the house made of?)

B: Di glas e kas ta
of glass is house FOC
'The house is made of GLASS'
In Wolof, focus is expressed along with verbal aspect in the verbal morphology (Robert 2000). However, for our purposes it is more relevant to consider that many languages express focus in the intonation structure. In such cases, the structural device that is used for this purpose has the effect that the focused information, the focus constituent, is characterized by a relatively wide pitch excursion. While their effects are thus comparable, the structural devices themselves vary. First, West Germanic languages use pitch accents to mark focused parts of sentences, but remove these after the focus ('deaccentuation'). The absence of a pitch accent on building in the TALL building will cause tall to be marked by a wide pitch fall. By contrast, in the TALL BUILDing a wide pitch fall would occur in the word building. Second, languages may use different pitch accents for narrow or corrective focus and neutral (or broad) focus, as in the case of European Portuguese. In line with the predictions of the Effort Code, the pitch accent marking the more neutral focus will be realized with a smaller pitch excursion on the accented syllable than the corrective or narrow one. In European Portuguese, the corrective accent has a peak in the accented syllable, while the neutral-focus pitch accent has a peak before it, causing the accented syllable to show a mid-to-low fall. This is illustrated in figure 5.6.

A third way to grammaticalize pitch prominence is the suspension of downstep on the focus constituent: in Japanese, prosodic phrasing is sensitive to focus structure, and the most salient consequence of this is that an otherwise automatic lowering of the pitch range cannot take place. Downstep is discussed in chapter 6 , and the details of the Japanese case in chapter 10.

## Grammaticalization: negation

A different informational use of the Effort Code relies on the reduction of the excursion size for the expression of negation. The low and high values are brought together so as to create the impression that the speaker is withdrawing information, the reverse of a significant addition. Phonetic span compression may be used for an English fall-rise on there as in He won't be THERE to express a gentle negation. In Engenni, a tone language, compression has been grammaticalized: from the VP onwards, high tones are lowered and low tones are raised in negative sentences (Thomas 1978: 67), which may differ from positive sentences only in the use of this feature. While the lowering and raising of the tones is a matter of the phonetic implementation, the context in which it occurs is discrete. This is parallel to downstep, the grammaticalized version of declination (chapter 6).

### 5.7.2 Affective interpretations of the Effort Code

Affective interpretations of (apparent) speaker effort are 'authoritative', 'insistent', and 'enthusiastic' (wide excursions) versus 'lacking in commitment' and 'uninterested'. The wide-span meanings may come close to a meaning signalled by low pitch in the Frequency Code, that of authority due to the metaphor of large size. A positive interpretation of a low degree of effort is given by Brown and Levinson (1987: 267), who explain the use of creak to signal commiseration in Tzeltal as being due to low speech energy implicating calmness and assurance. A further interpretation of wide span is helpfulness: going to some lengths in realizing pitch movements may be indicative of an obliging disposition. Speech addressed to children would frequently appear to have this suggestion of 'a little help' to the listener. Early research into the perception of intonational meaning found that rising-falling and falling-rising contours (representing a 'change of direction') were perceived as 'authoritative' and 'pleasant' by English listeners, illustrating two interpretations of the Effort Code (Uldall 1960; Uldall 1964). Again, there is potential overlap between the Effort Code and the Frequency Code, since wide-span 'obligingness' comes close to the 'friendliness' interpretation of high register in the Frequency Code.

## Grammaticalization

A grammaticalized 'obligingness' morpheme may have been found by Grabe et al. (1997), who investigated the pragmatic effects of high-pitched and
low-pitched realizations of the utterance-initial unaccented syllables before the first pitch accent (also known as the 'prehead' or 'onset') in Standard Dutch. High onsets before a low-pitched ( $L^{*}$ ) accented syllable were more positively evaluated than low onsets. Conversely, low onsets were more positively evaluated before high-pitched $\left(\mathrm{H}^{*}\right)$ accented syllables than high onsets. In other words, a movement towards the accented syllable, regardless of direction, was seen as reflecting a co-operative speaker attitude, while absence of movement received negative evaluations. The structural solution suggested by Grabe et al., due to John Kingston, is that Dutch has a 'politeness' morpheme consisting of an initial unspecified boundary $\mathrm{T}_{l}$, whose identity $\left(\mathrm{H}_{l}\right.$ or $\left.\mathrm{L}_{l}\right)$ depends on the identity of the following $\mathrm{T}^{*}$ : it must have a value opposite to $\mathrm{T}^{*}$. Such reversals of tone values for adjacent tones are known as 'polar' rules.

### 5.8 The Production Code

An additional interpretation of the process of energy generation originates from a correlation between utterances and breath groups: at the beginning of the exhalation phase, subglottal air pressure will be higher than towards its end. A consequence of the fall-off in energy is a gradual drop in intensity and a weak, gradual lowering of the fundamental frequency (Lieberman 1967: 42), known as 'declination' (Cohen and Hart 1967). The communicative exploitation of this effect might be called the Production Phase Code, or Production Code for brevity. The Production Code associates high pitch with the utterance beginnings and low pitch with utterance ends. The significance of declination therefore does not lie in its slope, which has been the focus of a great deal of research, but rather in the variation at utterance edges. Thus, high beginnings signal new topics, low beginnings continuations of topics, while a reverse relation holds for the utterance end, where high endings signal continuation, low endings finality and end of turn. Grammaticalized $\mathrm{F}_{0}$ variation is commonly found for the utterance end, when an $\mathrm{H}_{l}$ may signal continuation and $\mathrm{L}_{l}$ finality, ${ }^{6}$ but might also be found in the use of initial $\mathrm{H}_{l}$ to signal topic change. The Production Code would appear to have informational meanings only.

### 5.8.1 Descending slope

The central zone of the utterance may show a declining trend. For the purposes of the Production Code, there is no obvious meaning to be attached to this fact, other than that the utterance is progressing. Concomitantly with variation in end-point, variation in slope has been shown to be meaningful in terms of the Frequency Code, in the sense that less steep slopes are used to signal interrogativity. Such use will be in competition with the employment of the variation in end-point for the purposes of the Production Code. In Grønnum's data for Danish (p. 100) the


Fig. 5.7 Hypothesized relation between high peaks and late peaks. After Gussenhoven (1999c).
highest versions are employed for interrogativity and the less extreme versions for signalling continuation.

In the present perspective, the significance of the descending slope is that it is commonly grammaticalized as downstep. In a frequent type, H after L is pronounced at a categorically lower pitch than a preceding H , a type that occurs both in tone languages and in intonation-only languages. Downstep may be purely phonological, in which case the information it provides derives from the fact that its context is confined to some prosodic constituent, and thus concerns the phrasing of the utterance (cf. chapter 6). In other cases, there is a morphological effect, such as when languages suspend phonological downstep due to the presence of an H -boundary tone signalling interrogativity, or when downstep on a final H-tone indicates a greater degree of finality. These issues are discussed further in chapter 6 , as well as in chapter 9, where in addition to downstep, a grammaticalized form of final lowering is discussed, 'subordination'.

### 5.9 Substitute phonetic features

This section considers the use of two phonetic variables that appear to be used as substitutes for other phonetic variables when signalling paradigmatic meaning. First, peak delay may replace greater peak height; and, second, higher register may replace wider pitch span.

A higher pitch peak will take longer to reach than a lower one if rate of change is the same. Therefore, higher peaks will tend to be later than lower peaks, as suggested by figure 5.7. Speakers and listeners have tacit knowledge of this mechanical connection, and peak delay can therefore be used as an enhancement of, or even a substitute for, pitch raising.

Indeed, many of the meanings derived from the three biological codes that are associated with high pitch may also be signalled by late peaks. First, late peaks in English sound more prominent than early peaks. The results in Ladd and Morton (1997) indeed show that both higher and later peaks elicit more 'unusual occurrence' interpretations than 'everyday occurrence' interpretations
in one-peak realizations of The aLARM went off. Although the authors do not make this suggestion, listeners apparently perceive late peaks as if they were higher. In research on the difference between wide focus and narrow focus in the Hamburg dialect of German, Peters (2002) found that narrow focus was realized by later peaks, suggesting again that speakers use it to signal high pitch, in this case to enhance the excursion of the fall for the purposes of the Effort Code. Tellingly, when the accent occurred on utterance-final syllables, narrow focus was realized by earlier peaks. The explanation is that high values of the Effort Code cannot be signalled by late peaks on final syllables, because the pitch fall would be truncated, removing the wide excursion, the Effort Code's primary cue.

As for the Frequency Code, there have been reports of languages that use later peaks to mark question intonation and earlier peaks for statements, such as southern varieties of Italian (Grice 1995b; D'Imperio 1997; D'Imperio and House 1997). The difference is generally interpreted as categorical. That is, it is a grammaticalized form of an informational interpretation of the Frequency Code, as signalled by a feature substituting for high pitch. More recently, it has been found that nuclear peaks in Dutch questions are 40 ms later than in declaratives (van Heuven and Haan 2002). Here, the effect is almost certainly phonetic. An affective case for the Frequency Code can be found in the delayed accentual peaks in Japanese that are associated with female speech (Hasegawa and Hata 1994). Finally, the Production Code: Wichmann, House, and Rietveld (1997, 2000) found that the first peak of intonational phrases containing new topics in British English were some 25 ms later than other first peaks. This finding can be related to the Production Code, which links high beginnings to new topics. The high beginning is expressed in the first accentual peak, whose late timing enhances the high pitch.

The universality of late peaks as a cue for question intonation, along with high peaks and high end pitch, was tested in an experiment with Standard Chinese, Dutch, and Hungarian listeners. They were asked to identify the question in pairs of intonation contours superimposed on identical segmental structures (Gussenhoven and Chen 2000). These three languages have different ways of expressing interrogativity prosodically. Standard Chinese raises the pitch register (Shen 1990, Duanmu 2000: 235), presumably an effect produced in the phonetic implementation. Dutch uses final rises, phonologically marked by final $\mathrm{H}_{l}$, while Hungarian distinguishes earlier accentual peaks in declaratives from later phrasefinal (i.e. boundary) peaks in interrogatives (Ladd 1996; Gósy, and Terken 1994). The stimuli consisted of (hypothetical) trisyllabic CVCVCV structures with the stress on the penultimate syllable. The contours, which were similar in structure to the ones used by Hadding-Koch and Studdert-Kennedy (1964), varied in peak height, peak alignment, and end pitch. Unlike the listeners in the 1964 experiment, who judged stimuli in their native language, the listeners were told, quite untruthfully, that they were going to hear sentences from a little-known language spoken on a South Pacific island. Regardless of language background, listeners associated higher peaks and higher end pitch with questions, as in the earlier
experiment. There was also an interaction between language group and peak height, which showed that Hungarian speakers were more sensitive to the peak height variable than were the other two language groups, thus paralleling the behaviour of the Swedes vis- $\grave{a}$-vis the Americans. The interesting additional finding was the effect of peak alignment: all three language groups associated later peaks with questions. These results suggest that humans know both the direct and indirect manifestations of the Frequency Code, regardless of their native language.

Secondly, high register may be used as a substitute for wide span. Chen, Gussenhoven, and Rietveld (2002) showed that Dutch listeners interpret high register as signalling emphasis. Apparently, speakers need not actually return to low pitch for listeners to infer the communication of emphasis (see also next section).

### 5.10 Language-specific universal meaning?

There are two ways in which the use of the term 'universal' in this chapter has been ill-advised. One is that the term generally refers to the presumed universal presence of structural elements in languages, whereas I have used it for formmeaning relations in the phonetic implementation. The second reason why the term may be misleading is that not all languages use the biological codes in the same way. Cross-linguistic differences in the degree to which $\mathrm{F}_{0}$ peaks signal interrogativity, for instance, have been found in a number of cases, beginning with Hadding-Koch and Studdert-Kennedy (1964). The reason for these differences was not hard to find: grammars may favour or disfavour particular form-meaning relations. To give another example, Chickasaw speakers will be less able to perceive final low pitch as an indication of finality, since the declarative intonation ends in a high rise and the interrogative in a fall to low. However, the universal meanings remain valid even for speakers of Chickasaw, who may add a narrow fall at the end of the declarative rise to indicate finality (Gordon 1999).

In addition to these language-related differences, the exploitation of the three biological codes will to some extent be conventionalized within speech communities, as we have seen in the case of Japanese, where high pitch is used more extensively to signal feminine values (section 5.6.1). That is, communities may choose to use a particular interpretation to different degrees. Thirdly, when mutually incompatible interpretations are in competition, different communities may make different choices. In two studies, mean $\mathrm{F}_{0}$ of 29 German speakers was found to correlate positively with ratings for personality traits like lack of autonomy, dependability, and likeability; while in the case of 28 American males, mean $\mathrm{F}_{0}$ correlated positively with dominance, authority, and competence (Scherer 1979). Evidently, the German speakers were understood to be signalling the 'feminine' meanings of the Frequency Code, while the American speakers were understood to be signalling the 'significance' meanings of the Effort Code. It is unclear whether these difference are culturally determined, since we do not know for
sure if the phonetics were the same. If the German speakers had a narrower pitch span than the American English speakers (information which is lost when data are represented by the mean $F_{0}$ over utterances, as in Scherer 1979), we might interpret the results in part as due to these general differences in contour shape. A clear case of speech communities making different choices from these rival interpretations was presented by Chen, Gussenhoven, and Rietveld (2002). Dutch and British English listeners rated emphasis on the same contours, superimposed on Dutch and British English source utterances respectively, as produced by a bilingual speaker. The stimuli varied in pitch register. Interestingly, the Dutch learners perceived more emphasis as the register was higher, but English listeners less. Earlier research had shown that English listeners perceived higher registers as more friendly, while Dutch listeners do not (Chen, Rietveld, and Gussenhoven 1999), and since friendliness and emphasis may be felt to be mutually exclusive meanings, these two speech communities have evidently made different choices from the universally available meanings: emphasis as expressed by pitch register, used as a substitute for pitch span by the Dutch (Effort Code), and friendliness as expressed by high register by the English (Frequency Code).

A final case of competition concerns the availability of different strategies for the expression of emphasis. In the Zagreb variety of Serbocroat, $\mathrm{F}_{0}$ peaks in initially stressed words occurred in the second syllable when they were spoken in sentences with neutral intonation, but in the first syllable when the focus is on the word in question, a difference of some 100 ms earlier (section 4.3.3). This pattern is the opposite of that found for Hamburg German by Peters (2002). The solution to the paradox is that there are two ways in which the Effort Code can be recruited to express emphasis in $\mathrm{F}_{0}$ peaks. One, the Hamburg German option, is enhancement of high pitch by late peaks, as discussed in the previous section. The other, the Zagreb Croatian option, is to locate the peak precisely inside the stressed syllable, rather than allowing it to drift rightwards. It presupposes that less effort is involved in allowing peaks to drift rightwards. Indeed, peak delays appear to be greater as there is more space between the accented syllable and the phrase end in English (Pierrehumbert and Steele 1989) or the next accent (Silverman and Pierrehumbert 1990), suggesting that speakers will allow it to drift off where they can afford to do so. In other words, it takes more effort to time a peak inside its associated syllable, i.e. early, just as it takes more effort to have wide excursions. For the other interpretations of late peaks, newness of topic (Production Code), and interrogativity (Frequency Code), this competition does not exist, and early peaks cannot therefore be used to express these meanings.

### 5.11 Conclusion

Universal meaning in intonation derives from three biological codes, the Frequency Code, the Effort Code, and the Production Code. The codes derive from aspects of the speech production mechanism that affect rate of vocal fold vibration, as by-products of the way the larynx and the pulmonic airstream mechanism
are designed. The way in which speakers take charge of these aspects of speech production was seen to fit into a larger picture of speaker control (Kingston and Diehl 1994). Speakers control the phonetic implementation of linguistic expressions for a wide variety of reasons, like social positioning, maximization of the discriminability of phonological contrasts, and the recruitment of iconic uses of the voice to aid the expression of word meanings. The exploitation of the biological codes is a controlled use of pitch variation, whereby speakers need not create the physiological conditions associated with the pitch features from which the meanings derive. In one case, this would be physically impossible, since we cannot alter the size of our larynx to manipulate pitch for the purposes of the Frequency Code. Pitch height in peaks can in part be enhanced or taken over by peak delay, due to the mechanical connection between high peaks and late peaks, while register can be used as a substitute for pitch span.

Table 5.1 presents these connections. Two of the three codes, the Effort Code and the Production Code, are based on the energy used to drive vocal fold vibration; and one, the Frequency Code, is based on the size of the organ in which they are contained, and by extension, on the size of the creature that possesses it (see columns 1 and 2). Column 3 lists the basic form-function relations expressed in each code. Column 4 lists a number of more-specific interpretations. These are divided into affective interpretations, which signal states of the speaker, and informational interpretations, which signal properties of the message.

The informational interpretation of the Effort Code is emphasis, based on the speaker's assumed intention to underscore the importance of the message. Affective interpretations are insistence, enthusiasm, and obligingness. The latter is due to the interpretation of effort as the speaker's desire to appear clear and unambiguous. The Production Code, used for the signalling of phrasing, is due to the effect of energy dissipation in the course of the utterance. Its interpretations are informational only: high beginnings signal newness of topic, low beginnings the opposite; and high endings signal continuation, low endings the opposite. The Frequency Code is widely used for the expression of affective meanings. These include masculinity, dominance/assertiveness, confidence, and protectiveness (low pitch) and femininity, submissiveness/friendliness, insecurity, and vulnerability (high pitch). The informational interpretation is 'certainty', leading to distinctions in what is sometimes referred to as 'sentence mode', the difference between statements and questions.

Column 4 lists grammaticalizations of the paralinguistic meanings in the third column. No grammaticalizations of affective interpretations of the Frequency Code have been identified. In fact, the only case of an affective morpheme was presented for Dutch, which arguably has a polar onset tone signalling 'obligingness' (Grabe, Gussenhoven, Haan, Marsi, and Post 1997). Grammaticalizations of universal meanings are thus typically informational. They refer to the significance of (parts of) the message, as well as to whether the utterance is meant to provide or to solicit information. Following Brazil's discoursal treatment of

Table 5.1 Three biological codes (column 2) and their physiological sources (column 1), examples of their interpretations (column 3), and examples of grammaticalizations (column 4)

| Physiological sources | Biological codes | Universal interpretations | Linguistic interpretations |
| :---: | :---: | :---: | :---: |
| SIZE | Frequency Code: small~big $\rightarrow$ high~low | Affective: <br> submissive $\sim$ authoritative vulnerable $\sim$ protective friendly~not friendly Informational: uncertain $\sim$ certain | Question vs. Statement (e.g. H\%/L\%) |
| ENERGY <br> (phasing) | Production Code: beginning $\sim$ end $\rightarrow$ high~low | Informational: <br> At beginning: new topic $\sim$ continued topic At end: continuation $\sim$ finality | Continuation rise vs. final low (H\%/L\%) |
| ENERGY <br> (level) | Effort Code: less effort~more effort $\rightarrow$ smaller excursion~ greater excursion | Affective: <br> less surprised $\sim$ more surprised less helpful~more helpful <br> Informational: <br> less urgent $\sim$ more urgent | Polar onset tone (\%T) <br> Focus (various: see text) |

intonational meaning (Brazil 1975; Brazil, Coulthard, and Johns 1980), I proposed in Gussenhoven (1983a) that intonational meaning in English was in fact informational in this sense.

The universal form-function relations are often grammaticalized, i.e. encoded in the discrete structures of languages. Since languages change, grammatical form-meaning relations can - and frequently do - arise that run counter to the predictions of the biological codes. Studies of prosodic change have concentrated on word prosodic structure (Fikkert and Jacobs 2003), and accounts of intonational change are rare. In chapter 11, a scenario is given of the development of falling question intonation in German dialects from a hypothesized earlier stage when questions had rising intonation.

The present account of the position of intonation in language (chapter 4 and the present chapter) presupposes a principled distinction between phonetics and phonology, and to the extent that the account is convincing, amounts to a further argument for making that distinction. Without it, we lose the basis on which we distinguish the universal, non-linguistic, gradient system of communication employed in phonetic implementation, and the discrete, linguistic system embedded in the grammar, which is potentially invested with arbitrary meanings.

## Notes

1. The absence of enhancement strategies would appear to explain the absence of clear cases of original tonogenesis arising from vowel height, or of the creation of vowel height distinctions from tonal differences (Maddieson 1977: ch. 6). Possibly, vowel height distinction leads to the creation of extra tones in a language that already had lexical tone (Wedekind 1983), but even this situation may be rare.
2. Manipulation of the Frequency Code may be evident from correlations between perceptions of masculinity or femininity and the average pitch used by men and women. van Bezooijen et al. (1995) found in a paper-and-pencil experiment that Japanese conceptions of the ideal man and the ideal woman are more sharply differentiated than the corresponding Dutch conceptions. Japanese subjects rated the ideal woman as less tall, less strong, less independent, and less arrogant than Dutch subjects, while conversely the ideal man for the Japanese subjects is taller, stronger, more independent, and more arrogant than for the Dutch subjects. Also, average pitch of Japanese women is higher than that of Dutch women, suggesting that pitch is indeed used by speech communities to express social meanings of this kind. Indeed, high pitch carries more prestige in Japanese than in Dutch (van Bezooijen, de Graaf, and Otake 1995).
3. The stimuli also varied in the $\mathrm{F}_{0}$ of the beginning of the final rise; 175 Hz was the middle of three values.
4. This conclusion is my own. Unexpectedly, the authors conclude that Swedes are more sensitive to final rises in both questions and statements. However, for an interaction of this type, the slopes of the graphs for the Swedish listeners would have to show steeper angles than those for the American listeners, and there is no indication that this is the case. Hadding-Koch and Studdert-Kennedy (1964) also report an effect of the $\mathrm{F}_{0}$ at the beginning of the final rise, but this finding appears largely dependent on the way they report the final pitch. Instead of values in absolute Hertz, they give differences between end pitch and turning-point (cf. figure 5.4). In fact, the results in their other figures look very similar when absolute end-points are considered.
5. Interestingly, raising the end of the contour had no effect on perceived prominence of the accent peak. This is to be expected if the listener's strategy is to estimate the register from the beginnings of contours. Thus, the listener does not directly respond to mean $\mathrm{F}_{0}$ excursions. The end of the contour, moreover, is already in use as a finality marker (Production Code).
6. See also Caspers (2003), who finds that absence of a boundary tone, corresponding to mid pitch, tends to mark turn-keeping in Dutch.

## 6

## Downtrends

### 6.1 Introduction

Utterances tend to fall in fundamental frequency, a phenomenon known as 'declination'. The explanation has been sought in falling subglottal pressure (Lieberman 1967; Collier 1975b). After expanding his lungs to take in breath, the speaker will slowly ease up on the tension of the muscles he used for the breath intake (probably the diaphragm, with or without the aid of his chest muscles), so as to slow down the elastic recoil of the lungs and thereby prolong the period of positive pressure below the larynx which is needed for the production of a fluent portion of speech. Unless the speaker uses his muscles to force out the remaining air from his lungs during this slowed down exhalation phase, the pressure below the larynx will drop. Since lower subglottal pressure will lead to slower vocal fold vibration rates, $\mathrm{F}_{0}$ declination will result.

As with the $\mathrm{F}_{0}$ dependence on larynx size and articulatory precision discussed in the previous chapter, the effect has a physiological explanation, but many instantiations of the phenomenon are likely be under the control of the speaker (cf. 't Hart, Collier, and Cohen 1990: 136). The number of times that portions of speech bounded by air intakes, termed 'breath groups' by Lieberman (1967), coincide with intonational phrases is low, though much better than chance. In a study on Dutch, Appels (1985) found that 30 out of $70 \iota$-breaks coincided with the audible intake of air. Strik and Boves (1995) provide a summary of the physiological research into the question whether declination is automatic or under speaker control, and, if under control, whether this is done by manipulating the subglottal pressure or by engaging the laryngeal muscles. They conclude that the answer is difficult to give, as it depends in part on the operational definition of the $\mathrm{F}_{0}$ downtrend, but that falling subglottal pressure is likely to play a significant role.

If we base ourselves on observations of communicative function, there are ample indications that declination is under speaker control (Grønnum 1992). As
explained in section 6.2 , there are in fact three separate aspects of the declining trend that we need to consider, even though it will not always be possible to keep them separate. First, there is the overall downsloping pattern, discussed in section (6.3). Second, final lowering is an additional lowering at the utterance end and is discussed in section 6.4. Third, reset, a return to a higher pitch at the beginning of a new utterance, is discussed in section 6.5 . The point will be made that the Production Code is typically exploited through final lowering and reset.

As is to be expected, grammaticalized reflexes of declination, final lowering, and reset are found in many languages. The grammaticalization of declination is downstep. In such cases, the pitch drop has a specific phonological or morphological context, and the drop therefore contrasts discretely with its absence. Downstep provides a powerful illustration of the language-specific nature of grammaticalizations, in that the triggering context varies greatly across languages. In the section on downstep, also upstep will be discussed, which is a reflex of the desire to enhance the discrete nature of the step from H and L across a declining utterance, to prevent it from being interpreted as part of the declining trend. It, too, may be grammaticalized. Grammaticalized final lowering occurs in a number of languages; in the examples I have, these also have downstep. Grammaticalized reset is rare, but a case has been made for Dutch, which will briefly be presented in that section.

Phonetic aspects will be discussed in two sections in particular. The 1984 Liberman-Pierrehumbert model for implementing downstep and final lowering in English will be presented in section 6.4, where it naturally fits in with their demonstration that final lowering exists as a separate phenomenon. Section 6.6.3 presents an evaluation of the need for a representation of pitch range or register, an explanation of the abstract register reference line projected by listeners, and a methodological section on the measurement of declination.

### 6.2 Declination

Declination is the gradual, time-dependent downsloping of the fundamental frequency across points that might be expected to be equal (Cohen and Hart 1967; Ladd 1984). The effect is most straightforwardly observable in pronunciations of sentences with sequences of identical tones. In figure 6.1, the results from two male and two female speakers of Mandarin are given for sentences with sequences of 11 H -tones (Tone 1 ; the second word has Tone 2, or LH). The dotted graphs indicate the results for the same sentences with an additional final toneless syllable le. They show that in this type of structure, there is no effect of final lowering on the last syllable, since the utterances with $l e$ and those without have identical targets of the last H -tone. In figure 6.2, average $\mathrm{F}_{0}$ of pronunciations of sentences with 12 consecutive H -tones, M -tones, and L-tones is given for the initial syllable (A) and three last syllables (B, C, and D) by three male and one female speaker of Yorùbá (Connell and Ladd 1990). The comparisons we can now make across


Fig. 6.1 Average $\mathrm{F}_{0}$ trajectories in all- H utterances by four speakers of Mandarin Chinese, with ( $\cdots \cdots \cdots$ ) and without (----) an added toneless syllable (from Shih 1997).


Fig. 6.2 Average $F_{0}$ peak values of $H$-toned syllables from first syllable (A) via the antepenultimate (B) and penultimate (C) syllables to the final syllable (D) in all-H, all-M, and all-L utterances by four speakers of Yorùbá. The added data-point in the all-L graphs indicates the pitch at the end of the last syllable, and thus shows the drop through the last syllable. From Connell and Ladd (1990).
languages and, within Yorùbá, across tones, suggest that declination is under speaker control. A comparison of Mandarin and Yorùbá shows that all-H sequences may be realized differently in different languages. Within Yorùbá, declination is only present in the all-L sentences, where we also see considerable final lowering. In the all-M and all-H sentences, there is neither declination nor final lowering. Equally, identical structures may be pronounced differently
in the same language by different speakers, as illustrated for the two-tone language Bambara investigated by Mountford (1983): one speaker has declination in sequences of eight H-tones, but no final lowering, while the other has no declination, but clear final lowering.

The meaningful use of declination in phonetic implementation is illustrated by Thorsen (1978) and Grønnum (1983a, 1992) on the basis of data from scripted speech in Danish. Declination was steepest in terminal declarative sentences, and absent in interrogative renderings of syntactically declarative sentences. Interrogative sentences that were syntactically marked either by subject-verb inversion or by a WH-word, had intermediate slopes, with some speakers staying closer to the type of slope used with the statements, and others staying closer to the level, echo-question condition. The reason why the speakers had the least declination in the 'echo questions' is that there are no syntactic markers of interrogativity in these sentences (cf. also Grønnum 1992, Grønnum 1998). The relation between rate of declination in questions and the presence of morphological markers was confirmed in a large-scale experiment on Dutch (Haan 2002) (see also section 6.6.3).

### 6.3 Downstep

There is a discrete difference between a downstepped realization of a tone and a non-downstepped one. The phenomenon was first reported for languages spoken in West Africa, when a distinction was drawn between 'terraced-level' tone languages and 'discrete-level' tone languages by Welmers (1959), where 'terracing' is to be equated with 'downstepping' (Stewart 1966). Languages with tone terracing typically have a two-way or three-way tone contrast, with every syllable bearing tone, in which an H -tone is realized at a lower pitch than a preceding H-tone if L intervenes. Each such downstep has a persisting effect on the pitch range of the utterance, so that once a downstep has taken place, any following H -tone will maximally reach the pitch of the preceding downstepped one. A new L will trigger a downstep on the next H , and so on. Since L-tones may follow a roughly similar trend line as the H -tones (though at a lower pitch), a late H may be pronounced at a lower pitch than an early L. A graphic illustration is given in (1).


The difference between phonetic declination and phonological downstep is illustrated for Japanese in figure 6.3, from Poser (1984). The effect of downstep is seen in panel (a). In the contour in panel (b), there is no downstep, since the first phrase does not contain the triggering context, the pitch accent HL. Here, the downtrend, which is smaller than in the other contour, is purely due to declination.


Fig. 6.3 Downstep (upper panel) and declination (lower panel) in Japanese. No $\mathrm{F}_{0}$ scale: $\mathrm{F}_{0}$ reaches a higher peak in the contour in the upper panel. From Poser (1984).

### 6.3.1 Automatic and non-automatic downstep

Until Stewart (1966), downstep after H . . . L, shown graphically in (1), was distinguished as 'downdrift' from the apparently spontaneous occurrence of downstep, indicated as $\mathrm{H}^{!} \mathrm{H}$ and illustrated in (2), where the second H is downstepped even though there is no apparent $L$ to trigger it. To express the fact that this apparently spontaneous downstep reaches the same pitch as the downstep after H . . . L and has the same effect on following Hs , an observation he credited to Winston (1960), Stewart proposed the terms 'automatic' downstep for the L-induced type (the earlier 'downdrift') and 'non-automatic' downstep for the apparently spontaneous type. The phonetic equivalence of Hs with automatic and non-automatic downstep has been confirmed for Igbo by Laniran (1990) and for Bimoba by Snider (1998).
(2)


Working out a suggestion by Stewart (1966), Clements and Ford (1980) argued on the basis of data from Kikuyu that in that language, non-automatic downstep should be represented as the presence of an L-tone which is not associated with a TBU. In Kikuyu, a language with two phonological tones, some words induce
downstep on a following word, while other words do not. After a downstepinducing word, an H appears as $!\mathrm{H}$, but after other words it remains H. Clements and Ford accounted for the difference between the two types of words by assuming that the downstep-inducing words have a final floating $L$, as do the second words in the examples in (3). For instance, in [áheìré mwàzáhìná L! njátá], downstep on the third word is triggered by the second word, giving a surface sequence $H^{!} H$. This is shown in (3a). In (3b), a $L!H$ sequence is created, because $L$, too, undergoes downstep in Kikuyu, and if it does is lowered by a step which is equivalent to that for ${ }^{!} \mathrm{H}$. ${ }^{1}$ This is shown in (3c). In all three examples, the transition between the first and the second H is free from downstep.
(3)
 he-gave weakling star 'He gave the weakling a star'


H LH HLL (L)HH 'He gave Mwanẽki a star’
 'He gave Mwanẽki hot-peppers (chillies)'

Kikuyu only has non-automatic downstep. This is clear, for instance, from the pronunciation of the verb in (3), in which the last syllable is not appreciably lower than the first. That is, the phonetic implementation module is activated by the floating L, not by associated L. The same is true for Bamileke (Hyman 1979). More commonly, both associated and floating Ls trigger downstep, as is the case in Baule (Ahoua 1996) and Chumburung (Snider 1999), in addition to Igbo and Bimoba.

### 6.3.2 Independent evidence for floating $L$

The assumption that a floating L-tone precedes a tone with non-automatic downstep is supported in many languages by cases of synchronic processes creating floating L-tones, as noted by Stewart (1966). Stewart recognized floating Ls as
tones with a 'zero tone bearing unit'; Meeussen (1970) referred to these L-tones as 'asyllabic'. In one type, an L-tone is preserved after the deletion of the vowel it was associated with, a phenomenon known as 'tonal stability' (Goldsmith 1976). This is shown for Kanakuru in (4a). Here, $[\mathrm{u}]$ is deleted, but its L is preserved, as evidenced by the preservation of the downstep on the next H -toned word. A second type is due to the rightward spreading of a H -tone, as a result of which a L tone gets displaced from its TBU. The floating L preserves its effect on following H-tones, as shown in (4b) (Clements 1983, citing from Newman 1974).
(4) a. jímù dáđáu $\rightarrow$ [jím ! 'dáđáu] 'We used to play'
b. kúrè mónó $\rightarrow$ [kúré !mónó] 'my corn'

Floating L-tones may reveal their presence other than through triggering downstep. In Bambara, where words are either high-toned (e.g. jírí 'tree', só 'house') or low-toned (e.g. mùs̀o 'woman', sò 'horse'), the definite article is a tonal suffix which just consists of L. Its effect is seen in two ways. First, it triggers downstep on a following H , as in (5); and second, it surfaces in utterance-final syllables, where it forms a fall with H , as shown in (6) (Bird 1966).
(5) a. jírí té 'It is not a tree’
b. jírí 'té 'It is not the tree'
(6) a. jírí 'a tree’
b. jírî 'the tree'

There is a third way in which the suffixal floating $L$ of Bambara reveals itself. Quite generally, the final syllable of an L-toned word receives an inserted H before another L-tone. In monosyllabic words, both L and the inserted H occur on the same syllable, forming an LH contour, but in polysyllabic words the final syllable is given over to the inserted H . In (7), this is shown for low-toned words with one, two, and three syllables, respectively.

| (7) a. sò | 'horse' | sǒ sàbà | 'three horses' |
| :--- | :--- | :--- | :--- |
| b. mùsò | 'woman' | mùsó sàbà | 'three women' |
| c. nàmàsà | 'banana' | nàmàsá sàbà | 'three bananas' |

Interestingly, H-insertion is also triggered by a floating L-tone. In (8b), where a low-toned word precedes a high-toned word, the effect of the definite suffix L is seen in combination with its downstep-inducing force. Floating L triggers H -insertion on the last syllable of mùsò, and then triggers downstep on the H of the auxiliary bé. The indefinite version is given in (8a).
(8) a. mùsò bé yàn 'A woman is here'
b. mùsó !bé yàn 'The woman is here'

While the L triggering downstep may itself be invisible, its presence can thus be independently demonstrated in languages like Bambara. In the next section, we will see that downstep may be triggered by other contexts than a preceding L .

### 6.3.3 Downstep without preceding $L$

Many cases of non-automatic downstep undoubtedly have their origin in the preservation of L-tones after some phonological process deprived them of their tone-bearers. However, synchronically, downstep need not be triggered by an L-tone, floating or associated. In many cases, the postulation of an L in the representation would be arbitrary, or even counter-productive. It is not uncommon for languages to downstep H after H , without there being any indication that an L-tone intervenes between them. For instance, in Kishambaa, an H-toned word like $d u ́$ 'only' will be downstepped after another H-toned word, as in mwáná! dú 'only a child' (Odden 1986). Since Kishambaa has a three-way surface contrast after H-tones, as illustrated by kúi 'dog', ngó'tó 'sheep', and nyóká 'snake', it is reasonable to assume that the downstep within words is triggered in the same way as the downstep across words, i.e. by a preceding H. Accordingly, Odden proposes that words like kúì have HL, words like ngó ! tó HH , with one H triggering and one undergoing downstep, while words like nyóká have a single H . The latter type will undergo downstep only if occurring after another H-tone, but word-internally, there cannot be any action. Thus, nyóká triggers downstep in (9a), where dú follows it, and undergoes it in (9b), where high-toned ní precedes it. In the same contexts, ngó tó triggers and undergoes downstep in addition to its word-internal downstep. This elegant solution is preferable to a description whereby every H -toned word receives a default L to its right (or, equivalently, to its left) such that all word-internal downstepped tones are preceded by a wordinternal floating L. The tone would be, as they say, 'diacritic', i.e. postulated to create an effect, but not independently in evidence.
(9) a. nyóká !dú 'only a snake’ ngó'tó ! dú 'only sheep’
b. ní !nyóká 'It is a snake' ní !ngó'tó 'They are/It is a sheep'

In intonation, the pattern of downstepped H after H is exploited in the description of French by Post (2000b) (cf. chapter 13). Helsloot's (1995: 91) 'Pitch Jump' in adjacent accented syllables in Italian poetry, described by her as $\mathrm{H}^{*} \mathrm{~L}^{*}$, can similarly be interpreted as $\mathrm{H}^{*} \mathrm{H}^{*}$ being realized as $\mathrm{H}^{*}!\mathrm{H}^{*}$ if occurring on adjacent syllables, as shown in (10). In chapter 13, some arguments are given against an analysis of the equivalent French contour as $\mathrm{H}^{*} \mathrm{~L}^{*}$.

'Who still would fear, who judges?'

### 6.3.4 On the status of a downstepped tone

A language with two tones and downstep is distinct from a language with three tones, $\mathrm{H}, \mathrm{M}$, and L . That is, the result of downstep is not a phonological mid tone.

For one thing, if a language has a third tone, M , its occurrence will not cause all following Hs to be $M$, which would be the effect if $M$ were equated with ${ }^{!} H$. The structural nature of the downstep trigger and its discrete effect do not imply that there is a phonological entity [downstepped tone], or a phonological feature [+downstep]. Thus, the H of H -toned Kishambaa words is not first changed to some phonological entity ${ }^{!} \mathrm{H}$ and then sent to the phonetic implementation module. Rather, in the above transcriptions, the notation ! H has the status of a phonetic symbol: the !-marked H is implemented as a downstepped tone, because the context for such implementation is present.

This solution (e.g. Clements 1979; Pierrehumbert 1980), correctly expresses that $\mathrm{L}, \mathrm{H}$, and ${ }^{\prime} \mathrm{H}$ represent only a two-way contrast. Admittedly, taking a strictly local view of a non-initial syllable might lead us to see a paradigmatic system of three terms. However, once we include the left-hand syllable in our window of observation (assuming a situation with tones on all syllables), it will become clear that one of these three is uniquely determined by the preceding context, and that there are therefore only two choices. If we were to take the 'local' view to its logical extreme, we might - inappropriately - argue that on a syllable towards the end of a longer utterance, quite a few tones might have occurred. That is, if the downstepped tone were a phonological entity on the grounds that it would be different from high tone, the question arises as to what kind of entity the next downstepped tone must be (presumably ${ }^{!!} \mathrm{H}$ ), and so on (cf. Pierrehumbert 1980: 140; van der Hulst and Snider 1993). It is often convenient to use the notation ${ }^{\text {! }} \mathrm{H}$ in transcriptions, but the downstep marker is not included in the transcription, the assumption being that the reader should recognize the context concerned.

### 6.3.5 Total downstep

The 'implementation' view of downstep may seem to run into difficulties in the case of languages in which the product of downstep is equivalent to an L-tone. To be sure, in many languages this phonetic equivalence does not in fact exist. In languages with $H, L$, and M , the downstepped H is typically pronounced at a higher pitch than M, as in Ngamambo (Hyman 1986); and in two-tone languages, the downstepped H is usually higher in pitch than L. However, in some languages, like Chumburung and Kikuyu (Clements and Ford 1980; Snider 1999), the product of downstep is phonetically indistinguishable from an L-tone, a phenomenon which was called 'total downstep' by Meeussen (1970). Still, we cannot equate ${ }^{!} \mathrm{H}$ with L in a language with total downstep: the equation would only be valid when looking at the downstepped tone without its following context. When seen without its preceding context, the tone is an H-tone, since a following L-tone is lower. Moreover, recall that Kikuyu downsteps L-tones after floating L , as shown in $(3 \mathrm{c})$. If ${ }^{!} \mathrm{H}$ is L , then what would a post-downstep ${ }^{!} \mathrm{L}$ be?

The equivalence of ${ }^{!} \mathrm{H}$ and L is thus created in the phonetic implementation. The specification of the gesture for a transition from H to L is apparently the
same as that between H and ${ }^{!} \mathrm{H}$ or that between L and ${ }^{!} \mathrm{L}$. The idea that there is a single phonetic routine for stepping down within the $\iota$ is perhaps supported by the fact that Kikuyu does not create double downsteps in the context H (L) L. Here, the floating L might be expected to create a double downstep on the following L: since it is already lower than H because it is L , (L) might cause a further lowering. This context, which was omitted from (3), is given in (12). It shows how lexically L-toned [ $\beta \mathrm{i} \mathrm{r} i \mathrm{i} \mathrm{iri}$ ] $]$ has H -tone throughout, while the floating L appears all the way at the end of the utterance. In (12b), it appears after the penultimate syllable of [kènàni], which has the last L-tone in the underlying representation. In other words, (L) is shifted across a maximal string of L-tones, which themselves are raised to H , a process called downstep displacement by Clements and Ford (1980). (Alternatively, Ls after H (L) might be ruled illegal; H could then occupy the empty syllables, squeezing (L) between it and the next H or the utterance end.)
(11) Downstep Displacement H (L) $\mathrm{L}_{0}^{n} \mathrm{H} \rightarrow \mathrm{HH}_{0}^{\mathrm{n}}$ (L) H
(12)

'He gave the weakling hot-peppers'
b.


### 6.3.6 Morphological triggers of downstep

The pervasive grammaticalization of downstep is apparent from the diversity of phonological contexts that trigger it. Besides the two left-hand contexts HL and H discussed above, the variation between no downstep (cf. Welmers's discrete-level tone languages), automatic and non-automatic downstep, and the possibility of a downstepping L, as in Kikuyu and Dinka (Andersen 1987), contexts may vary in other ways. Three-tone languages may, like Moba, or may not, like Yorúbà, downstep M -tones as well as H -tones, or they may allow both L and M to trigger downstep of H, like Ga'anda (cf. Pierrehumbert and Beckman 1988; van der Hulst and Snider 1993).

Morphology may also play a role. Japanese has downstep after accentual HL, but not after a boundary-tone sequence HL (Pierrehumbert and Beckman 1988). Morphological uses of the downstep trigger are common in languages
spoken in Africa. For instance, Kikuyu Noun-Adjective NPs are characterized by the absence of floating $L$ after the noun, regardless of whether an $L$ appears in the lexical representation. A modal morpheme consisting of floating L occurs in the same language, termed Assertive Downstep (13): verbs used in positive, non-conditional expressions must be followed by floating L, which occurs after the first clause-internal constituent if there is one (Clements and Ford 1980).
$\square$
$\begin{array}{llll}]_{V} & \left(\left[\begin{array}{lll}{[\text { assert }]}\end{array}\right.\right. & ]_{X} & )(L)\end{array}$

As a result of (13), an assertive clause has a final floating $L$ when the verb is clause-final. Unless it is final in the $\iota$, the floating $L$ will induce downstep on the first word of the next clause. In clause-internal position, the floating L occurs after the next constituent over, and triggers downstep on any following word within the $\iota$. As a result, in assertive contexts, the difference between downstep-inducing nouns and other nouns is neutralized. This is shown in (14a), where [móyèràniá] 'examiner', which has no floating L underlyingly, appears after an assertive verb as a downstep-inducing noun, exactly like [moàyáhìná] 'weakling' in (14b), which has a floating L lexically. The difference comes out again in ( $14 \mathrm{c}, \mathrm{d}$ ), where the word for 'examiner', but not that for 'weakling', has lost its downstep, since the verb is no longer assertive. ${ }^{2}$
(14) a. ndò:nìré móyèràníá ! ðeínè wánómbà

I-saw examiner inside house
'Did I see the examiner in the house?'
b. ndò:nìré mwàyáhìná ! ðeínè wánómbà

I-saw weakling inside house
'Did I see the weakling in the house?'
c. ndjòní'ré móðèràniá ðeínè wánómbà

I-didn't-see examiner inside house
'Didn't I see the examiner in the house?
d. ndjòní'ríc mwàðáhìná ! ðeínè wánómbà

I-didn't-see weakling inside house
'Didn't I see the weakling in the house?'
It is tempting to interpret Kikuyu Assertive Downstep as a grammaticalization of final lowering, since positive assertion can be associated with finality, although the fact that it need not be clause-final speaks against this. A clearer case of morphemic status of a meaning derived from Production Code is presented by downstep as an intonational morpheme. Van den Berg, Gussenhoven, and Rietveld (1992) claim this is the case in Dutch, where it adds a finality meaning: there is no room for further discussion. In this view, a phonological representation $\mathrm{H} \ldots \mathrm{H}^{*} \mathrm{~L}$ can be pronounced with or without downstep of the $\mathrm{H}^{*}$-tone(s) within the $\iota .^{3}$ Van den Berg et al. assume that the morpheme is attached
to the $\iota$-node, and is phonologically instantiated as the implementation of downstep over the entire phrase. Thus, to use an example from 't Hart and Collier (1980), (15a) contrasts with (15b) in lacking the downstep morpheme. Downstep in English may exclude the final pitch accent (Ladd 1983c; Gussenhoven 1983c; Truckenbrodt 2002a), and the same is true for Dutch, so that the attachment of a downstep trigger to the $\iota$ may be analytically too crude. See also sections 15.5.3 and 7.2.1.


### 6.3.7 H-raising (upstep)

Languages with downstep may also have upstep, also known as H-raising. Upstep raises the pitch of an H-tone immediately before an L-tone, and occurs for instance in Bambara (Mountford 1983: 122), Yorùbá (Connell and Ladd 1990) and Kirimi (Hyman 1993). Ergonomically, it could be interpreted as contrast enhancement, in that it facilitates the perception of the L-tone, which is now less easily mistaken for a downstepped H , or even a plain H which has been lowered by declination. From the point of view of the speaker, it can be seen as anticipatory raising, which provides him with more room for the upcoming lowering of the contour (Rialland 2001). This functional interpretation is supported by the fact that in African languages H-raising always co-occurs with downstep (Snider 1990).

H-raising provides further evidence of the reality of floating L-tones, since H is raised before associated and floating Ls alike in some languages, like Kirimi. The process is illustrated graphically in (16), where it is due to an associated L , and (17), where it is due to a floating L . In both cases, the H -tone preceeding L has a higher target than in (1) and (2), respectively. Other languages, like Mankon, have H-rasing only before floating L , not when L is associated.



Typical illustrations from Engenni are given in (18), cited from Hyman (1993), where the up-arrow indicates the occurrence of upstep. The first syllable of (18a) is lower than that in (18b), which is subject to H raising. Moreover, when vowel deletion leaves a floating L , as in (19a), raising nevertheless occurs on the preceding H. It can occur more than once, as shown in (19b), but only if an overt (surface) L-tone intervenes, as illustrated in (19c).
a. ópílópó 'pig meat'
b. `ónù 'mother'
(19) a. /ó vúmù/ $\rightarrow$ ó đvúm ópílópó 'she will dry the pig meat'
b. 'ì̂kpílà̂má nà 'the snail'
c. /ó dírè ẹ́dà/ $\rightarrow$ ó đdír ẹdà ‘she will cook beans’ (* ó $\uparrow$ dír $\uparrow$ ẹedà)

Phonological contexts for upstep will vary. In Kachru, H-raising occurs after floating L, as illustrated in (20), where it occurs twice (Snider 1990). The H after the upstepped syllable returns to non-upstepped pitch, so that the two upstepped Hs have equal pitch.

'the thief's mat's name'

In Mankon, too, floating $L$ triggers upstep of a following H , if preceded by LH , as illustrated in (21), where floating L is a genitive affix. In the case of Mankon, a following H retains the upstepped pitch, but since a surface L will inevitably intervene before a new upstep context is reached, the language avoids the creation of sequences of adjacent upstepping targets longer than two (Hyman 1993). ${ }^{4}$

'termite of bird'

Upstep of H before L may be anticipated by a preceding H , when HHHL is pronounced with increasing $\mathrm{F}_{0}$ for the H-tones in Yorùbá (Laniran 1990: 75ff.). While recognizing the existence of this type of coarticulation, Clements (1996) claimed that on the basis of the African evidence, cumulative upstep, the mirror image of downstep, does not occur. However, with reference to this claim, Snider (1999: 99ff.) brings up the case of Acatlán Mixtec, which is described by Pike and Wistrand (1974) as having exactly that. This is because it upsteps H after H, as in (22), where the steeply low pitch of the last lexical $L$ will be due to a final $\mathrm{L}_{l}$ (my own addition). Observe that word-internal upstep occurs, too. The case therefore is the mirror image of Kisambaa, which downsteps H after H within and across words.


Upstep was introduced as an implementation rule into the description of English intonation by Pierrehumbert (1980), who applied it to final $\mathrm{H}_{\iota}$ after H , a context that has been adopted for many other languages, and $\mathrm{L}_{l}$ after H , which extension is specific to her analysis of English.

### 6.4 Final lowering

The end of the utterance often gets an extra dose of the lowering, known as final lowering. Liberman and Pierrehumbert (1984) showed its existence as an independent component in English intonation contours by applying a simple downstepping model to multi-accented utterances. Panel (a) in figure 6.4 is based on the mean $\mathrm{F}_{0}$ of the five peaks of twenty renderings of a list of five berry names by one speaker speaking with wide pitch. ${ }^{5}$ The connecting line represents a fit of the first four peaks, based on a model with a decaying exponential (Liberman and Pierrehumbert 1984: 186). This model is given in (23), where P1 is a beginning value in Hz and $d$ a downstep factor between zero and 1. Every peak results from a multiplication of the $\mathrm{F}_{0}$ of the previous peak by $d$, which will cause each step down to be smaller than the one before. To express the fact that the steps do not go down beyond a minimum value, a constant $r$ is included to represent the reference line. For instance, if $r=75, \mathrm{P} 1=200 \mathrm{~Hz}$ and $d=0.5$, then $\mathrm{P} 2=((200-$ $75) \times .5)+75=137.5 \mathrm{~Hz}, \mathrm{P} 3=106.25, \mathrm{P} 4=90.6 \mathrm{~Hz}$ and $\mathrm{P} 5=82.8 \mathrm{~Hz}$. A much used value for $d$ is 0.7 .

$$
\begin{equation*}
P_{i+1}=\left(d \times\left(P_{i}-r\right)\right)+r \tag{23}
\end{equation*}
$$

Values for $\mathrm{P} 1, r$, and $d$ were chosen so as to provide the best fit for the first four peaks: the first is near-perfect, the second is marginally below, and the third



Fig. 6.4 Panel (a): Asymptote predicting the $\mathrm{F}_{0}$ of five peaks in English utterances containing five berry names, based on a model for the first four peaks, and mean actual $F_{0}$ of the five peaks. The double-headed arrow indicates how far the fifth observed peak value is below that predicted on the basis of the downtrend of the first four, from Liberman and Pierrehumbert (1984). Panel (b): Near-linear descending downstepping with anticipatory raising in Dagara utterance with different numbers of downsteps. From Rialland (2001).
marginally above the actual value, while the fourth, too, is very close to the mark. Clearly, 'laboratory speech' of this kind can be modelled by a decaying exponential. However, when the model is used to predict the value of the fifth peak, the predicted value is considerably higher than the actual value. Clearly, the subtraction of a final lowering term from the $\mathrm{F}_{0}$ of the last peak would improve the model.

### 6.4.1 On 'preplanning'

The Liberman-Pierrehumbert model has improved our conception of phonetic implementation considerably, and has inspired similar investigations of English and Dutch (Ladd 1988; van den Berg, Gussenhoven, and Rietveld 1992). At the same time, it must not be taken to represent a general model of the implementation of downstepping contours. A claim inherent in (23) is that, given some choice of pitch span and pitch register, a speaker is able to go from one accent to the next by applying $d$ to the preceding ${ }^{\cdot} \mathrm{H}^{*}$, without knowing how many accents will follow, an implication known as 'no preplanning'. At best, this can be taken to mean that preplanning is not required, since evidence of control in the execution of downtrends is abundant. In addition to Grønnum's data (1983a) (p. 100) showing that $d$ is chosen for communicative effect, Rialland (2001) demonstrates for different languages that speakers often anticipate the length of the utterance, beginning higher as the utterance is longer, or may minimize $d$ towards the end
of the utterance to prevent the pitch from falling much lower. Her data show that not all types of implementation are compatible with 'no preplanning'. In Dagara, each step down is about equal in size, and since declarative utterances tend to end at the same low pitch, as they often do in languages generally, this means that speakers begin higher as there are more downsteps in the sentence. This is shown in panel (b) of figure 6.4. It is interesting to speculate, as does Nick Clements (personal communication, November 2000), that the asymptotic pattern may be more common in languages without lexically distinctive downstep, like English, than in languages with, like Dagara and Kikuyu.

### 6.4.2 Grammaticalization of final lowering

Variation in final lowering may be grammaticalized distinctly from downstep. Basque, an SOV language, obligatorily reduces the pitch range of finite verbs in declarative sentences, discussed as 'subordination' in chapter 9. Kirimi generally has non-total downstep of H , but the last ${ }^{!} \mathrm{H}$ (or sequence of ! H -tones) is equivalent to L (Hyman 1993). In Ngiti, which contrasts H, M, L, and a contour LM, an L-tone is pronounced as low level pitch, except in utterance-final position, when there is a low fall (Kutsch Lojenga 1994: 94); no such final falls occur when the last tone is H or M . Languages may also avoid raising effects on final syllables. Kikerewe has a general rule of H -Doubling, which spreads an underlying H-tone to the next syllable, except when this syllable is final in the utterance (Odden 1997). Final lowering is tied in with downstep in Dinka, which downsteps H after H L. However, in utterance-final syllables, a final H-tone syllable always undergoes downstep, regardless of the left-hand context (Andersen 1987).

Many of these effects can be phonologically attributed to a final $\mathrm{L}_{\iota}$ or $\mathrm{L}_{v}$. This is clearly also the case in Kikuyu, which downsteps an $v$-final H-tone or a sequence of H-tones. Because L and ${ }^{!} \mathrm{H}$ are equivalent ('total downstep', section 6.3.5), this FLATTENING can either be stated as a replacement of H by L or as the insertion of a floating L-tone before $v$-final Hs , as has been done in (24). In (25a), phonological /kènàní/ is phonetically realized as low-low-high, since its H-tone is non-final, but phonological/y èðò:kú/ undergoes FLATTENING, as its H-tone is $v$-final, and so does the word for 'crocodile' when pronounced in isolation, as in (25b), both of these coming out as low-low-low. Interestingly, the structural context for FLATTENING must be adjacent $\mathrm{HL}_{v}$, because when there is independent evidence for an utterance-final (L), which will occur between H and $\mathrm{L}_{v}$, no flattening occurs, as the intervening floating L-tone destroys the righthand context for the floating L-insertion. This is shown in (25c), where the floating L is due to Assertive Downstep (13) (see also section 6.3.6).

$$
\begin{equation*}
\text { FLATTENING } \quad \varnothing \rightarrow \text { (L) } /-\mathrm{H}_{0}^{\mathrm{n}} \mathrm{~L}_{v} \tag{24}
\end{equation*}
$$

(25)
a.

'Ugly crocodile'
b.
$\substack{\text { \{ keyani }\} \\ \text { L(L) } \mathrm{HL}_{v} \\ \text { Crocodile }}$
c.

'I saw a crocodile’

In intonation-only languages, variation in final lowering is often grammaticalized, in which case low endings mark finality, while high or mid-pitched tone realizations mark non-finality (Production Code). For instance, in Dutch, $\mathrm{H}_{\iota}$ is used to signal continuation (Geluykens and Swerts 1994), while also falls to mid pitch may have this function (Swerts, Collier, and Terken 1994). Phonologically, these suspended falls are interpreted as a $\mathrm{H}^{*} \mathrm{~L}$ pitch accent without a final $\mathrm{L}_{\iota}$ (Gussenhoven and Rietveld 1992), while the fall to fully low is $\mathrm{H}^{*} \mathrm{~L}_{l}$ (see also section 7.3.2 and chapter 15).

### 6.5 Initial high pitch: reset

The third aspect of declining trends manifests itself in the high beginnings of utterances, for which the term 'reset' is used. Reset amounts to the interruption of the downtrend, whether this is just phonetic declination or includes phonological downstep. For instance, downstep in Japanese and Basque is interrupted by the start of a new Intermediate Phrase (ip) boundary, while in French, English, and Dutch it is interrupted by a new $\iota$. Resets may thus be important indications of phrasing structure.

### 6.5.1 Interpreting high beginnings

An important issue in studies on reset is the question whether it is just the interruption of downstep, or whether any systematic differentiation in the amount of


Fig. 6.5 $\mathrm{F}_{0}$ of accent peaks in 'A and B, but C'-type sentence and in 'A, but B and C'-type sentence. From Ladd (1990).
reset is to be recognized. One motivation for raising the beginning of a phrase is to increase the distance to upcoming lower pitched tones, in which case the speaker's control is exercised for phonological contrast enhancement (see section 5.3.2), as was illustrated for Dagara in panel (b) of figure 6.4. As explained in section 5.8, however, high beginnings are also widely interpreted in terms of the Production Code. The higher the reset, the clearer the break with the preceding utterance will be perceived to be. There are many findings that confirm this, even for Dagara (Rialland 2001). Just as final lowering will affect only the last couple of syllables of the declining domain, so reset need not affect the slope of the entire phrase, and often there is just initial raising, to use Ladd's (1988) term. The English data presented by Ladd (1990b), from one of the four speakers reported in Ladd (1988), show raising only for the initial accent, as shown by the data-points in figure 6.5, which represent the three accents in each of the three subclauses of two minimally different sentences. One is the 'and/but' sentence Allan is a stronger campaigner, and Ryan has more popular policies, but Warren has a lot more money; and the other is the 'but/and' sentence which is obtained by switching round but and and of the first. The conjunction but naturally constitutes the right-hand branch of the first, binary-branching node, while and introduces the right-hand branch of the node below. Accordingly, the $\mathrm{F}_{0}$ of the first accent in the but-clause may be expected to be higher than that in the and-clause, because it introduces a more significant break. As observed by Ladd (1988), it is in fact only the first accent after but which is higher than the first accent after and, the second and third showing no effect.

The connection between the height of the reset and degree of disjuncture was earlier made by Brazil (1985: 186), who distinguishes three levels of contour


Fig. 6.6 Pronunciations of De mooiste kleren (en) de duurste schoenen 'The most beautiful clothes (and) the most expensive shoes' without accentual downstep or phrasal downstep (panel a); with phrasal downstep only (panel b); with accentual downstep only (panel c); and with accentual and phrasal downstep (panel d).
beginning. To my knowledge, no clear evidence for a categorical three-way distinction exists in any language. However, a binary distinction was claimed to exist in Dutch between complete reset, where the pitch goes back to the height reached at the beginning of the previous $\iota$, and what O'Shaughnessy and Allen (1983) called 'partial reset', where it falls below this value (van den Berg, Gussenhoven, and Rietveld 1992). Partial reset was described as 'phrasal downstep', and if downstep applies within the phrase concerned, we have an instance of downstep-within-downstep, or nested downstep (Clements 1983; Ladd 1988; Ladd 1993a). While in English and Dutch regular downstep (referred to as 'accentual downstep' by van den Berg et al. 1992), the pitch is lowered at every $\mathrm{H}^{*}$ relative to the preceding H within the $\iota$, in phrasal downstep there is a register lowering of the whole phrase relative to the preceding phrase. Significantly, the two types were consistently found to use different downstep factors in four speakers, the accentual downstep from the first $\mathrm{H}^{*}$ to the second $\mathrm{H}^{*}$ representing a larger interval than the phrasal downstep from the first $\mathrm{H}^{*}$ to the first $\mathrm{H}^{*}$ of the following phrase. This suggests that the implementation of phrasal downstep does not make use of the same $d$ as accentual downstep. For a two-phrase sentence with more than one accent in each phrase, there are thus four distinct downstepping variants. This has been illustrated in figure 6.6 with the expression De mooiste Kleren
(en) de DUURste SCHOEnen 'The most beautiful clothes (and) the most expensive shoes.'

Extending Ladd's (1990a) single-factor implementation model, van den Berg, Gussenhoven, and Rietveld (1992) presented a phonetic implementation model including different factors for accentual and phrasal downstep.

### 6.6 Three phonetic issues

Declination has figured prominently in phonetic research. Three issues are of particular interest to phonologists. One is the extent to which pitch-span and register differences are to be represented phonologically. A second is the perception of an inferred declination line, as revealed through judgements of pitch height and prominence. The third issue, finally, is the extent to which declination can be measured.

### 6.6.1 Phonological gradience?

The idea that phonetic implementation is subject to purposeful speaker control, as laid out in chapter 4 , naturally leads to the assumption that variation in pitch range and register are not represented in the phonology. There have, however, been proposals for the grammaticalization of pitch-range variation by researchers whose work is (or was, at the time) strongly committed to the phoneticsphonology distinction. Such proposals obviously do not espouse the assumption, made throughout in this book, that phonological representations are discrete. For instance, Pierrehumbert and Beckman (1988: 100) tentatively suggested that pitch-range specifications should be supplied in numerical form. In this option, the $\iota$-node is given a value between 0 and 1 , say, which is used by the phonetic implementation to create a contour with the corresponding pitch range. Second, tree-based representations are given by Clements (1983), for the description of downstep in tone languages, and Ladd (1990a), for the description of downstep and reset in English. For instance, the difference between the but and and conditions in figure 6.5 can be captured by a difference in branching of the register tree, although both would be instances of phrasal downstep in van den Berg et al. (1992).

Quite apart from the objections that have been raised against particular versions of tonal trees (Clements 1990; van den Berg, Gussenhoven, and Rietveld 1992), the question is whether any such representation is needed or, worse, whether it might not be counter-productive. Since speakers manipulate the phonetic implementation for communicative purposes, they may well reflect morphosyntactic patterns of branching in the pitch at which they produce an $\iota$, particularly its first accent. In their use of all three biological codes, including the Production Code, speakers intervene in the phonetics of contours in ways that need not be captured in discrete structures. In a related context, Hayes (1994)
referred to this type of control as 'the beast' in the speaker, adding that 'the beast knows the grammar'. I am inclined to think that while it makes no sense to say that speakers are 'good at' having phonological representations, it does make sense to believe that some speakers have better control over their phonetic implementation, and thus express the morpho-syntactic constituency more competently during implementation than others, just as they may be better cyclists, or swimmers, or writers. This does not mean that fine-tuning in the expression of morpho-syntactic constituency should not be described, or is of less interest than if it were phonological. The point is merely one about where in language it is located.

A related issue concerns the representation of downstep and upstep. In section 6.3.4, it was argued that what makes the representation of a downstepping or upstepping tone unique is their context, rather than the representation of the tones themselves. However, the position has also been taken that these register shifts are represented more locally, either in terms of a feature [+downstep] (Ladd 1983c) or in terms of elements on a register tier. There have been different conceptions of the register tier (see also section 3.3.4). For Snider (1999), a register tier defines a string of register tones (h,l) that runs parallel to the string of regular H,L tones, both of which are associated with a 'tonal root node'. TBUs associate with this tonal root node, so that every TBU is specified by a register tone and by a regular tone. In (26), an underlying HLH is shown to the left of the arrow. Each TBU is associated with a register tone and a regular tone. Snider assumes that downstep is created by the spreading of the l-tone to the right-hand tonal node, with loss of $h$. This surface representation, whereby a downstepped H is represented as $1, \mathrm{H}$ and a non-downstepped one as $\mathrm{h}, \mathrm{H}$, is given to the right of the arrow, together with the phonetic implementation.


Again, in a conception of an implementation module which is context sensitive, it is not clear how the surface representation of (26) is superior to a plain HLH, given that the implementation module knows what to do. Also, it could be argued that the approach should be extended to a representation of final lowering, which is also tied to a specific context; or to represent the difference between Basque subordination and downstep, the latter of which makes a shallower pitch drop (see section 10.5.2), which decisions would make the representation still more complex. Again, the position taken in section 6.3 .4 is that all systematic register changes can be effected in the implementation, provided the context for the raised or lowered tone is unique.


Fig. 6.7 Hypothetical $F_{0}$ contour with two projected reference lines. The declination effect is seen by comparing peaks $A$ and $C$, which differ in $\mathrm{F}_{0}$, but have equal perceived prominence. The effect of pegging the reference line higher or lower can be seen by comparing peaks A and B .

### 6.6.2 Perceived declination and the reference line

A number of experiments beginning with Pierrehumbert (1979) have shown that listeners use an abstract declination line when judging the height of the contour. She showed that when judging fundamental frequency peaks for (subjective) pitch height, American English subjects judged later peaks to be higher than earlier peaks, if they have the same fundamental frequency. As it happens, peaks occurring late in the utterance in her stimuli were preceded by other accent peaks, so that the results could either be explained by a time-dependent declination model or by an accent-driven declination model, one much like (23) but with a $d$ closer to 1. Later experiments with Dutch listeners, which used one-peak stimuli in which the peak was either on an early or a late word, showed that the effect was due to elapsed time, i.e. was independent of the preceding accent (Gussenhoven and Rietveld 1988). ${ }^{6}$ These data suggest that listeners assume some default rate of declination when listening to speech, as illustrated by peaks A and C in figure 6.7 (Ladd 1993b).

In addition to the rate of declination of this abstract reference, we might wonder how listeners determine how high it is projected, relative to the observed contour. That is, what are the anchor-points in the observed contour which listeners use to peg this reference line? Experiments on Dutch reported in Gussenhoven, Repp, Rietveld, Rump, and Terken (1997) showed that the final pitch (the contour's 'offset') does not affect the perception of prominence of the last accent peak, meaning that the offset is not used to peg the reference line. However, as said in section 5.7, the contour's onset does make a difference: higher onsets (though not as high as would be appropriate for an initial $\mathrm{H}_{l}$ ), in particular if they consist of at least three unaccented syllables, lead to less perceived prominence on the first accent peak. This suggests that listeners use the initial portion of the utterance to estimate a reference line and measure the prominence of the peaks accordingly. The effect of different hypothetical estimates is illustrated by peaks A and B in figure 6.7.

A further finding to arise from these experiments is that the abstract reference line is steeper as the first accent peak is higher, confirming the conception of Pierrehumbert (1980: 26), and the model in (23) (Liberman and Pierrehumbert 1984), which predicts larger distances between $\mathrm{P}_{i}$ and $\mathrm{P}_{i+1}$ as $\mathrm{P}_{i}$, is higher.

### 6.6.3 Measuring declination

Research into downtrends would obviously benefit from a standard way of establishing how steeply a contour declines. As was clear from the results of Strik and Boves (1995), no such standard procedure exists. The problem is only in part one of designing a method for the creation of some declination index; it is also a matter of defining what other aspects of the intonation contour should be factored out before any measuring procedure is started. Studies of declination have been criticized for lumping together different aspects of the overall observable downtrend (Ladd 1984; Pierrehumbert and Beckman 1988: chapter 3). As one of these components, declination is purely the time-dependent downsloping of the contour, from which local downsteps as well as any initial raising and final lowering should be factored out before we can establish that the utterance has declination, as distinct from these other phenomena.

The right way to go will - as always - depend on what the research question is. If the researcher wishes to know whether language X has steeper overall downtrends than language Y , or if in some language statements have overall downtrends but questions overall uptrends, regardless of phonological composition, then obviously separating the various factors would not be desirable, since the interest is after all in these overall effects. However, if the interest is in modelling intonation, or in the speaker's physiological control of downstep versus that of declination, or in a demonstration that these are in fact separate factors, then an attempt must be made to factor out other effects. Unless speech corpora with the relevant annotations become available, the only way to do this is to draw up a carefully composed corpus of sentences in which the different factors are combined orthogonally. If a language allows identical phonological structures to be used for statements and questions, and has downstep, complementary sets of sentences with and without downstep can be constructed, with matching segmental conditions and lengths, which would have to be pronounced as questions and as statements. Further factors, like sentence length, could be added: if a 'long sentence' condition were created by the side of a 'short sentence' condition, the data set would be doubled, etc. Such factorially designed production experiments lie at the basis of much recent knowledge about intonation.

The issue of how to measure downtrends is easily solved in tone languages which permit sequences of identical tones, by simply measuring the (highest) $\mathrm{F}_{0}$ in sentences containing strings of syllables with identical tones (see figure 6.2). In intonation-only languages such data can be obtained with speech containing repetitions of the same pitch accent. However, such procedures are harder to apply to spontaneous speech, which is likely to contain varying numbers of


Fig. 6.8 Upper and lower regression lines for four syntactic categories in Dutch, with measures for pitch range. From Haan et al. (1997).
up-and-down movements, both in languages with and without lexical tone. Informally, declination has been established by visually fitting a straight line through the $\mathrm{F}_{0}$ minima, either before or after a stylization. Such eye-balling is unreliable, as different researchers may come up with different slopes for the declination line. Lieberman, Katz, Jongman, Zimmerman, and Miller's (1985) proposal is therefore to draw a 'line of best fit': a regression line, whose position and slope are such as to minimize the distances from the line to the data-points. The drawback of this procedure is that a declining contour with a high final peak or a high final rise will be represented as having a rising line of best fit, even though the intuition is that the contour basically descends. An alternative is to use the regression line as the dividing line between a lower and a higher data set, and to perform new regressions on each of these subsets. This procedure will give a lower trend line and a higher trend line, with the lower trend line corresponding more closely to intuitive notion of declination. Moreover, the information provided by these two lines will be more than the sum of their slopes, as their distance can be a measure of pitch span and their mean of pitch register. I suggested this method to Judith Haan, who adopted it in an investigation of global characteristics of question intonation in Dutch (Haan, van Heuven, Pacilly, and van Bezooijen 1997). They calculated these upper and lower trend lines for scripted speech for four syntactic categories, as shown in figure 6.8: declarative sentences (panel a), wh-questions (panel b), yes-no questions (panel c), and syntactic declaratives read as questions (panel d). ${ }^{7}$ These data show that interestingly different results can be obtained, which in principle are comparable across investigators. Again, depending on the research question, it may be desirable to control for tonal structures. If different
sentence types show very different mixes of tone types, with $\mathrm{L}^{*}$-tones more frequent in interrogatives for instance, it may not be clear to what extent the trend lines result from behaviour in the implementation or from phonological choices (see also Haan 2002: 141).

### 6.7 Conclusion

This chapter saw a repeat of the theme of the last. The natural tendency for $F_{0}$ to decline during the utterance is in part brought under speaker control, behaviour which may in turn lead to grammaticalized versions of this natural phenomenon. In the case of declination, the confrontation of the phonetic behaviour with the need for categorization by the linguistic mind has led to a wide array of grammaticalizations. For downstep, the prototypical trigger of the phenomenon is an L-tone occurring after an H -tone earlier in the phrase, but there appears to be a great variety of triggering contexts cross-linguistically, which are both phonological and morphological in nature, while also the target of the downstep varies. Declination by itself does not have an obvious communicative function, which is rather concentrated at the beginning and end of the utterance. Indeed, it is failure of downstep, i.e. reset, which has a natural function as an indicator of phrasing.

While the beginning and end of the downtrend, discussed as reset (initial raising) and final lowering, reflect phrasing, an additional communicative use concerns the magnitude of disjunctures. Quite delicate degrees of sentence-internal resets can be used to signal the morpho-syntactic structure of the sentence by 'good' speakers. Grammaticalization of final lowering may occur in languages with cumulative downstep, where an extra downstep occurs on some last tone. In such cases, final lowering is no longer gradient and temporally diffuse, but discrete and localized, exactly as is downstep. In addition, grammaticalization may take the shape of discretely different contours for continuation and finality, while grammaticalization of initial raising occurs in Dutch as a categorical distinction between 'complete' and 'partial' reset, i.e. between the presence and absence of phrasal downstep. There may be languages which use initial high boundary tones to mark newness of topic, but I have no examples.

Upstep, or H-raising, was interpreted as a contrast-enhancing type of speaker control. Since the difference between pitch lowerings from H to L and declination or downstep from H to H may be blurred in longer utterances, a phonetic boosting of the phonological difference between H and a following L would appear a sensible measure. This explains why upstep typically combines with downstep. Upstep may be grammaticalized, and in the few cases that were discussed this occurred with varying contexts. Unlike downstep, upstep is rarely cumulative, which is understandable, given that the natural trend line of $\mathrm{F}_{0}$ contours is descending.

Chapters 5 and 6 discussed a large number of interpretations of the three biological codes: the Frequency Code, the Effort Code, and the Production Code. Speakers control these effects in the phonetic implementation, and may create them in ways that are unrelated to the biological circumstances that inspired
them. The liberty with which speakers can avail themselves of the communicative opportunities provided by the three biological codes will to some extent be hemmed in by the phonology of their language, as pointed out in the preceding chapter. As pointed out in section 5.10 , conflicting choices may be available from the biological codes. This occurs not just between the Effort Code and the Frequency Code, but also between these and the Production Code. One example is the recent use of final rises in declaratives in American and Australian English, an affective use of the Frequency Code signalling hearer appeal, which may strike many listeners as an informational use of the same code, i.e. as signalling interrogativity. And former British Prime Minister Margaret Thatcher's final falls, taken to be used for turn-management by her interrupting interviewers, were in reality attempts to exploit an affective interpretation of the Frequency Code, i.e. attempts to sound authoritative (Beattie, Cutler, and Pearson 1982).

## Notes

1. In fact, these steps are equivalent to the step down from H to L , as explained in section 6.3.5.
2. The negative [di] introduces a word-internal downstep in the verb, which raises L on the second syllable to H and places the downstep before the H on the third syllable by Downstep Displacement.
3. Ladd (1983b) introduced a phonological feature [downstep] on tones in English; but see also section 14.5.3.
4. Mankon has a second upstep context, which likewise requires intervening L-tones to be realized on the surface (Hyman 1993).
5. Each berry name may well have been pronounced as a single $\iota$, in which case the downsteps represent 'phrasal downstep' (see Ladd 1993a, and section 6.5.1).
6. These experiments employed perceived prominence as the response variable, after Rietveld and Gussenhoven (1985), rather than pitch.
7. Haan et al. performed the regression analyses on the data with the exclusion of any final rises, so as not to bias the results for the questions towards rising trend lines.

## 7

## Tonal Structures

### 7.1 Introduction

This chapter offers an account of Pierrehumbert's model for the description of tone and intonation. Her seminal thesis (Pierrehumbert 1980) presented a descriptive framework for intonation which separated the phonological representation from its phonetic implementation. This made it possible to characterize the notion 'possible prosodic structure' independently of the phonetic details of intonation contours. Section 7.2 places the model in its historical setting by identifying the positions in the pre-1980 literature that are intellectually closest to its various elements. The section ends with a nutshell description of the revised grammar of American English of Beckman and Pierrehumbert (1986). Section 7.3 discusses the developments that have taken place since the revised 1986 model was presented in Beckman and Pierrehumbert (1986). Tonal structure is sensitive to prosodic phrasing because prosodic phrases may begin and end with boundary tones. Section 7.4 looks at a second effect of phrasing on tone structure, that of the rhythmic distribution of pitch accents, or the resolution of stress clash.

Earlier introductions to intonational phonology are Ladd (1996), who coined the term 'Autosegmental-Metrical (AM) model' for it, Shattuck-Hufnagel and Turk (1996), and Beckman (1996). The model is autosegmental because it has separate tiers for segments (vowels and consonants) and tones (H,L). It is metrical because it assumes that the elements in these tiers are contained in a hierarchically organized set of phonological constituents, as depicted in (1), to which the tones make reference in several ways. The tones, which are organized into pitch accents and boundary tones, may or may not be associated with TBUs. Representation (1) gives a possible pronunciation of the English proverb Too many cooks spoil the broth. The example illustrates a commonly adopted set of prosodic constituents for English. Among these is the intonational phrase ( $($ ), which has initial and final boundary tones $\left(\mathrm{T}_{\ell}\right)$. A non-crucial assumption is that in the analysis of English intonation to be presented in chapter 15, final boundary tones are optional, the
first $\iota$ in (1) not having any. As is clear from (1) English has both monotonal and bitonal pitch accents, the starred tone of which associates with the syllable. Instead of these graphically elaborate associations, pitch accents are shown as associating with the vowels in the accented syllable, and boundary tones with the constituent brackets, a notation introduced by Hayes and Lahiri (1991b) (but see section 8.3.4).

As explained in chapter 4, the surface representation (1) is a theory of a mental construct for a speaker of English. This speaker also possesses a phonetic implementation module which, among other things, translates every tone into an $\mathrm{F}_{0}$ target. The phonetic 'alignment' with the segmental tier, its timing, will to some extent be language-specific, as will its 'scaling', its $\mathrm{F}_{0}$. As explained in chapter 5, over and above the effects of these implementation rules, the speaker's psychological condition and communicative purpose will influence the overall pitch range.


This chapter is concerned with the phonological structure. However, a complete analysis of an intonational system will comprise a phonology as well as a morphology. Unlike the tones in the phonology, the elements in a morphological analysis are not given a priori. In principle, the $\iota$-wide contour could be a single morpheme, or any single tone or sequence of tones contained within $\iota$ could be a morpheme. A whole-contour proposal occurs in Liberman and Sag (1974), where the 'contradiction contour', for example, consists of a two-accent sequence, a position which has not been followed (Bolinger 1986: 245). Morphemes consisting of pitch accents plus boundary tones occur in proposals’ intonational meaning in English (Brazil, Coulthard, and Johns 1980; Gussenhoven 1983b; Cruttenden 1997) and Bengali (Hayes and Lahiri 1991a). Pierrehumbert and Hirschberg (1990) propose an analysis in which every tone is a morpheme, a position defended in Bartels (1997). Dainora (2001, 2002) advanced the argument that the relatively high predictability of transitions between pitch accents and following tones in American English suggests that these elements are not morphemically independent. Of course, the same phonological analysis may be
compatible with a large number of morphological analyses, just as different views of the morphological structure of a word like replicate ([[re [plic]] ate], [[replic] ate], [replicate]?) do not compromise the assumption that its surface phonology is ['repli,kert].

### 7.2 Historical background

The description of American English given in Pierrehumbert (1980) was somewhat revised in Beckman and Pierrehumbert (1986), while the model was consolidated as a general theory of intonational representation in Pierrehumbert and Beckman (1988). In this section, a number of aspects are isolated and related to earlier positions.

### 7.2.1 Autosegmental-Metrical representation

The idea that there are separate tiers for tones and segmental phonemes was implicit in many descriptions of intonation, inasmuch as pitch features were not considered to be part of the featural composition of segments in the British tradition of intonation description (e.g. O'Connor and Arnold (1973) or the description of Dutch by 't Hart, Collier, and Cohen (1990)). Also, Goldsmith's (1976) autosegmental model had been applied to English intonation before by Goldsmith (1980) (which began as an unpublished MIT paper in 1974), Liberman (1975), and Leben (1975).

The idea that at least one prosodic constituent, the $\iota$, was intonationally defined, had been current in prosodic research at least since Selkirk (1978), and figured in earlier descriptions in the form of the 'tone group' (e.g. O'Connor and Arnold 1973). Prosodic phonology holds that speech is produced in batches of segments that are hierarchically ordered: within any such batch except the lowest a smaller batch can be identified. The gestural integration correlates inversely with rank: syllables are highly integrated articulations, while Utterances may contain noticeable pauses. A widely adopted view of this hierarchy for English includes the syllable ( $\sigma$ ), the foot $(\mathrm{F})$, the phonological word ( $\omega$, also 'prosodic word'), the phonological phrase $(\phi)$, the intonational phrase $(t)$, and the Utterance $(v)$ (Selkirk 1978; Nespor and Vogel 1986; Hayes 1989). This hierarchy is illustrated in (1).

In the revised theory of Beckman and Pierrehumbert (1986), an additional intonationally defined constituent was introduced for English, the Intermediate Phrase (ip), ranked immediately below $\iota$. This made two degrees of depth available for an intonational boundary. Examples of 'lower' boundaries given by Beckman and Pierrehumbert (1986) are illustrated in (2) and (3), where the square brackets enclose ips and the curly brackets the $\iota$. In (2), the two adjectives are considered to be followed by just an ip-boundary, because the disjuncture with what follows is less complete than that observed for a fully-fledged $\iota$-boundary. In (3), the



Fig. 7.1 $\mathrm{F}_{0}$ contours of (2) and (3). From Beckman and Pierrehumbert (1986)
ip-boundary after nine is motivated by the high $\mathrm{F}_{0}$ peak on eighty, which is due to an interruption of the downstepping pattern shown by the preceding $\mathrm{F}_{0}$ peaks on one and nine. The $\mathrm{F}_{0}$ contours are given in panels (a) and (b) of figure 7.1, respectively.
(2) $\{[$ A round-windowed $][$ sun-illuminated $][$ room $]\}$
(3) $\{$ [ It's eleven and nine and one ] [ and eighty ] \}

However, there are many analyses of West Germanic languages, including the description of English in chapters 14 and 15, that do without ip and the 'phrase tone' that has been related to it (van den Berg, Gussenhoven, and Rietveld 1992; Féry 1993; Grabe 1998a; Gussenhoven, Terken, and Rietveld 1999). In those analyses, the internal ip-boundary of (2) would be an $\iota$-boundary, while that in (3) would not be an intonational boundary at all; the exemption from downstep is attributed to fact that it is the last ('nuclear') pitch accent of the $\iota$ (Ladd 1983c; Gussenhoven 1983b; Truckenbrodt 2002a).

Work on Japanese, Korean, and Basque led to the inclusion of the Accentual Phrase $(\alpha)$ in those languages, ranked immediately above the $\omega$ (Pierrehumbert and Beckman 1988; Jun 1998; Elordieta 1997) and comparable to $\phi$ (see also chapters 9 and 10).

### 7.2.2 Pitch accents and boundary tones

The separation into pitch accents and boundary tones harks back to Trager and Smith Jr's (1951) juncture phonemes (\# 'falling', - 'sustained', || 'rising'), which existed by the side of the pitch phonemes. A early division between pitch accents and boundary tones can also be recognized in the work in the 1970s and 1980s by Hans't Hart, René Collier, and Antonie Cohen on Dutch ('t Hart, Collier, and

Cohen 1990), as argued by Ladd (1996). They divided up the pitch movements of Dutch into 'accent-lending' and 'non-accent-lending', but stopped short of equating the latter with boundary features. An example is given in (4), a non-final contour, where ' 1 ' is an accent-lending rise, ' B ' a non-accent-lending fall, ' A ' a steep accent-lending fall, and ' 2 ' a non-accent-lending rise. (When two accentlending movements appear on the same syllable, only one accent is produced.)
(4)


We gaan vanavond naar de schouwburg
'We are going to the theatre this evening, ...'
The chief motivation in Pierrehumbert (1980) for ending $\iota$ with two tones, a phrase accent (T-) and a boundary tone (T\%), was that in many contours two targets can be identified after the last ('nuclear') pitch accent. For instance, in (5), the $L^{*}$ pitch accent is followed by a high target at the end of the accented 'Manitowoc, as well as a final high target, for which H - and $\mathrm{H} \%$ were postulated, respectively. I reproduce her contour 2.29 as (5). This example would be natural in a conversation where someone had just asked the speaker if he knew of any towns with bowling alleys. In Beckman and Pierrehumbert (1986), T- was reanalysed as a boundary tone of the ip. As a result, ips ended in T-, and $\iota$ s in T-T\% in the new analysis, since the right edge of every $\iota$ coincides with that of an ip.


The decision to postulate two tones after the pitch accent of course depends on the analysis of the tone string into pitch accents and boundary tones. One of the most striking differences between the Pierrehumbert model and the earlier descriptions of British English (Crystal 1969; Halliday 1970; O’Connor and Arnold 1973) is that Pierrehumbert analysed the contour leading towards the accentual target as the pitch accent, while the British tradition isolated the part leading off it. Thus, in (5), the contour described by $\mathrm{L}^{*} \mathrm{HH} \%$ is a unit, the nuclear tone '(low-to-)high rise'. This difference in approach is even clearer in the case of contours like (6): for O'Connor and Arnold, for instance, this contour consists of a (high) fall, preceded by a low 'prehead' (see (6a)), between which the pitch will necessarily rise; Pierrehumbert describes it as a rising pitch accent followed by the boundary tones L- and L\%, as in (6b).
(6)


The British 'off-ramp' analysis was the basis of my own autosegmental description of English and Dutch (Gussenhoven 1983b; Gussenhoven 1988; van den Berg, Gussenhoven, and Rietveld 1992), which analysed (5) as $L^{*} \mathrm{H} H \%$ and (6) as $H^{*} \mathrm{~L}$ L\%. Pierrehumbert's 'on-ramp' analysis was transferred to the practically oriented transcription system for American English that was derived from the Pierrehumbert model, Tones and Break Indices, ToBI (cf. Beckman and Ayers 1994, see chapter 15). This issue has not attracted any empirical research, as far as I am aware (see further section 7.3.1).

### 7.2.3 Associated and unassociated tones

The Africanists' distinction between associated and unassociated lexical tones was applied by Pierrehumbert (1980) to intonational tones in two ways. The first use of 'floating' tones is based on the role that such tones have as triggers for downstep while remaining without a target themselves (see chapter 6, section 6.3.1). Thus, Pierrehumbert (1980) describes one of the downstepped patterns of English as $\mathrm{H}^{*}+\mathrm{L} \mathrm{H}^{*}$, whereby the trailing L-tone causes the second $\mathrm{H}^{*}$ to be downstepped, without acquiring a low target itself. The non-realization of L in $\mathrm{H}^{*}+\mathrm{L}$ needs to be specified in the implementation rules, and is thus specific to Pierrehumbert's description of American English.

The second, more generally accepted, use is for tones whose targets are timed with reference to the targets of other tones, rather than to a specific point in the segmental tier. Typically, one tone in a pitch accent, $\mathrm{T}^{*}$, associates with the accented syllable, while the leading or trailing T receives a target which occurs some fixed distance before or after that of $\mathrm{T}^{*}$. As a result, the H of $\mathrm{L}^{*}+\mathrm{H}$ as used on 'Rigamarole will occur on -ma-, the second syllable after the accented Rig-, while in Stein, it will be realized on the same syllable as L* (Beckman and Pierrehumbert 1986). In chapter 11, section 11.3, we will see that the timing of the Swedish focus-marking tone depends on the association of preceding lexical tones in the word.

### 7.2.4 Targets and interpolations

The notion that a contour is an interpolation between points, such that only the beginning and end-points of a movement result from a tonal specification, was inherent in the analyses by Pike (1945) and Trager and Smith Jr (1951), who used numbers to indicate four pitch 'levels'. Pike's (7), for instance, indicates interpolations by means of dashes. In his system, ' 1 ' was the highest pitch phoneme, '4' the lowest. The notion of a starred tone was present in that accented levels, which begin a 'primary contour', are marked with the degree symbol. In this case, the representation translates quite readily into Pierrehumbert's (8).

$$
\begin{array}{cccc}
\text { (7) I } & \text { wanted to do it, } & \text { but I couldn’t } \\
4- & { }^{\circ} 2- & -4-3 / 4- & { }^{\circ} 2-\quad-4 / /
\end{array}
$$

| (8) I wanted to do it, | but I couldn't |  |
| :---: | :---: | ---: |
| $\mathrm{H}^{*}$ | $\mathrm{~L}-\mathrm{H} \%$ | $\mathrm{H}^{*} \mathrm{~L}-\mathrm{L} \%$ |

From Pierrehumbert (1980) onwards, a distinction has generally been made between interpolation, the creation of phonetic values between the phonetic targets of phonological tones, and specification through spreading. Spreading is illustrated in example (9a), which shows an H-tone spreading to the end of its phrase, from where the contour continues to the initial $L$ of the next phrase. By contrast, in (9b), the H-tone does not spread, and the interpolation thus includes the unspecified syllables before the phrase-initial L. The locus classicus is Beckman and Pierrehumbert (1986: 263) (also Pierrehumbert and Beckman 1988: 37ff.), who showed that in a case exactly like this, (9b) is the superior theory for Japanese. This representation predicts that the longer the first phrase is, the less steep is its sloping $\mathrm{F}_{0}$. Representation ( 9 a ) would incorrectly predict that the slope remains high up till the last syllable of the first phrase, regardless of its length. In chapter 10, section 10.7, this case is dealt more fully. The notion of phonetic underspecification was subsequently extended to other features, like nasality (e.g. Cohn 1990).
(9)



Other theories identified pitch movements as the basic elements instead of the interpolations between level pitches, although the idea of non-specification was present inasmuch as they contained stretchable movements whose duration was determined by the length of the segments over which they were pronounced, like the 'rising head' of O'Connor and Arnold (1973) or the gradually rising pitch movement ' 4 ' of 't Hart, Collier, and Cohen (1990).

### 7.2.5 Lexical and intonational tones in a single tier

The idea that the string of tones contained lexical and intonational tones forms the hallmark of Bruce (1977), who isolated the contribution of the lexical tones of Stockholm Swedish from that of the intonational tones, representing them as a string of pitch levels that were timed with the stresses and phrase ends much as in an autosegmental description (Pierrehumbert 2000; Ladd 2000). Ladd (1983b) characterized this type of description as the Tone Sequence model, to distinguish it from descriptions that superimpose accentual contours on phrasal intonation contours, termed Contour Interaction models by Ladd, as represented by Gårding (1983), Thorsen (1978, 1983), and Vaissièrre (1983), as well as by Fujisaki’s model (e.g. Fujisaki 1983).

Interactions between lexical and intonational tones are common in tone languages, where initial or final boundary tones may affect the values of adjacent lexical tones. Processes that refer indiscriminately to lexical and intonational tones strongly support the position that these tones form a single phonological string. For instance, in Mankon, H is upstepped after a floating L preceded by LH . The first L in the $\mathrm{LH}(\mathrm{L}) \mathrm{H}$ sequence can be a lexical tone, as in (10a), or an intonational boundary $\mathrm{L}_{l}$, as in (10b) (Hyman 1993). The presence of the first L is crucial, since without it, the H before (L) is upstepped. Examples of such interactions in Dutch tonal dialects are given in chapter 12.


### 7.2.6 Only two tones

The idea that only two tones, H and L , suffice to describe languages with intonation and some lexical tone was part of Bruce's thesis. Earlier, Liberman (1975) had described the intonation of American English with the help of four tones, raised $\mathrm{H}, \mathrm{H}$, raised L , and L , thus staying closer to the older descriptions. At that point, descriptions were still vulnerable to Bolinger's (1951) criticism that fourlevel transcriptions of English intonation, like (7), were arbitrary, because 2-4 would not be discretely different from, say, 3-4 or 1-4. But perhaps more so than Bruce's (1977) 'pitch rules', which filled in details like the copying of $\mathrm{F}_{0}$-values through level parts of the contour, Pierrehumbert's implementation rules made it clear that the generation of an infinite number of $F_{0}$ values between the highest and lowest pitches allowed the distinction between phonological representations and phonetic contours to become particularly clear. To characterize the contrasts of the language and thus the notion of a possible intonational structure, two tones suffice, for English and for many other languages that have been described since.

### 7.2.7 The 1986 model

Beckman and Pierrehumbert's (1986) revised model includes six pitch accents, $\mathrm{H}^{*}, \mathrm{~L}^{*}, \mathrm{H}^{*}+\mathrm{L}, \mathrm{L}^{*}+\mathrm{H}, \mathrm{L}+\mathrm{H}^{*}$, and $\mathrm{H}+\mathrm{L}^{*}$. An optional initial boundary $\% \mathrm{H}$ precedes the $\iota$ for high initial pitch, mid and low beginnings being tonally unspecified. The ip and $\iota$ are obligatorily closed by boundary tones, as explained above. The grammar can be given as in (11), where parentheses include optional elements, accolades alternative options, and subscripts stand for ' $n$ or more occurrences', as usual. The part enclosed between the outermost (. . .) $)_{1}$ indicates the ip, of which there must be one or more, containing one or more pitch accents.
(11) The tonal grammar of Beckman and Pierrehumbert (1986)

The phonetic implementation rules include downstep, which applies to $\mathrm{H}^{*}$ and H - after a bitonal pitch accent, expressed in (13). A mid tone at the end of an $\iota$ is obtained by the combined working of Downstep (lowering H-after $\mathrm{L}+\mathrm{H}^{*}$ ) and Upstep (14), which raises $\mathrm{L} \%$ to the level of a preceding H -, and raises $\mathrm{H} \%$ above the level of a preceding $\mathrm{H}-$. Thus, in (15a), H - is downstepped and $\mathrm{L} \%$ is upstepped. UPSTEP is also responsible for the extra-high $\mathrm{H} \%$ in (15b).
(12) PB Downstep: H $\rightarrow$ ! H / T + T . . ---- . . . T\% (Implementation)
 PB UPSTEP: T\% $\rightarrow$ raised T\% / H- ---- (Implementation)


In addition to the two implementation rules given in (12) and (14), and the abstract downstep-trigger L of $\mathrm{H}^{*}+\mathrm{L}$ (see section 7.2.3), a final implementation rule was that $\mathrm{L}^{*}$ of $\mathrm{H}+\mathrm{L}^{*}$ was realized as a downstepped $\mathrm{H}, \mathrm{H}+\mathrm{L}^{*}$ therefore being equivalent to $\mathrm{H}+!\mathrm{H}^{*}$. This pitch accent is used to describe the contour consisting of high-level pitch followed by a downstepped $\mathrm{H}^{*}$ illustrated in (16).


### 7.2.8 ToBI

The somewhat abstract tonal grammar (11) was replaced with the practically oriented ToBI ('Tones and Break Indices') transcription system in 1992 (Silverman et al. 1992). ToBI combines a system for annotating prosodic boundary strength, essentially a five-point scale running from ' 0 ' for the boundary between a word and a cliticized form to ' 4 ' for 'end of sentence', with a user-friendly version of (11). Its creation was motivated by the need for large prosodically annotated text corpora and the difficulty that transcribers experienced when applying the Pierrehumbert-Beckman 1986 grammar. The main difference with Pierrehumbert and Beckman's (1986) analysis is that downstep is explicitly indicated in the transcription, in the spirit of Ladd (1983). The following specific changes were made.
(a) A downstepped $H^{*}$ is given as ${ }^{!} \mathrm{H}^{*}$. For instance, $\left\{\mathrm{L}+\mathrm{H}^{*} \mathrm{~L}+\mathrm{H}^{*} \mathrm{~L}-\mathrm{L} \%\right\}$ is $\left\{\mathrm{L}+\mathrm{H}^{*} \mathrm{~L}+{ }^{!} \mathrm{H}^{*} \mathrm{~L}-\mathrm{L} \%\right\}$ in ToBI.
(b) A new pitch accent was introduced to describe high-level pitch followed by downstep, $\mathrm{H}+{ }^{!} \mathrm{H}^{*}$. For instance, $\left\{\mathrm{H}^{*} \mathrm{H}+\mathrm{L}^{*} \mathrm{~L}-\mathrm{L} \%\right\}$ (cf. (16)) is $\left\{\mathrm{H}^{*} \mathrm{H}+{ }^{!} \mathrm{H}^{*}\right.$ L-L\% $\}$ in ToBI. Since $H+L^{*}$ is no longer needed to function as $H+{ }^{!} H^{*}$, it was removed from the symbol set.
(c) Because $\mathrm{H}^{*}+\mathrm{L}$ was in effect a downstep trigger, with no realization of L , it was removed from the symbol set. For instance, $\left\{\mathrm{H}^{*}+\mathrm{L} \mathrm{H}^{*} \mathrm{~L}-\mathrm{L} \%\right\}$ is $\left\{\mathrm{H}^{*}!\mathrm{H}^{*} \mathrm{~L}-\mathrm{L} \%\right\}$ in ToBI.

The pitch accents that ToBI is left with, therefore, are $\mathrm{H}^{*}, \mathrm{~L}^{*}, \mathrm{~L}+\mathrm{H}^{*}, \mathrm{~L}^{*}+\mathrm{H}$, and $H+!H^{*}$, while the downstep symbol is used to create ${ }^{!} H^{*}$ and $L+{ }^{!} H^{*}$. Since H - can be downstepped too, $\mathrm{H}^{*!} \mathrm{H}-\mathrm{L} \%$ can be used to describe the vocative chant. The boundary tones, and their phonetic interpretations, were carried over intact. The only change in convention here is that in $\iota$-final position the phrase accent, T -, is given as part of a complex symbol together with the boundary tone, $\mathrm{T} \%$, as in $\mathrm{L}-\mathrm{H} \%$. Earlier, the phrase accent was printed where a detectable change occurred in the $\mathrm{F}_{0}$ track, as in (5) and (6). This follows from the fact that the phrase accent was reanalysed as a boundary tone of the Intermediate Phrase in (1986) (cf. ((13), (15), and (16)).

Meanwhile, similar systems have been developed for a number of other languages, like German-ToBI and Korean-ToBI. A good overview is Jun (2003), who renamed the original system as AE-ToBI to make it explicit that it is an analysis of American English. To qualify for the label 'ToBI', a system should include the ToBI software enabling the transcriber to enter annotations on a number of time-aligned tiers. In addition to the tone tier and the Break Index tier, there is a tier for an orthographic transcription, one for disfluencies, and one for comments. Entries on all tiers are anchored to timing-points in the waveform, to be indicated by the transcriber.

Chapter 15 presents an alternative analysis of English intonation; in section 15.8 , I will briefly evaluate the analysis represented by Pierrehumbert and Beckman (1986) and AE-ToBI.

### 7.3 Developments since 1986

This section briefly discusses the developments since 1986, and is structured on the basis of tone types: pitch accents, boundary tones, plus the notion of 'secondary association', and phrase accents.

### 7.3.1 Pitch accents

By definition, accented syllables are associated with a pitch accent. Functionally, pitch accents may be lexical, as in Japanese or Swedish, or intonational, in which case they are frequently focus-marking, as in English. One of the tones, T*, associates with the TBU, any leading or trailing tone remaining unassociated. A focus-marking pitch accent typically increases the durations of segments in, and to some extent near, the accented syllable, as is the case in English and Dutch (Beckman and Edwards 1990; Cambier-Langeveld and Turk 1999; CambierLangeveld 2000), as it is for the functionally equivalent focus-marking tone of Swedish (Heldner and Strangert 2001) (accentual lengthening).

The tone whose target is closer to the rhyme of the accented syllable will typically be designated as the starred tone, but this decision may additionally be based on the more constant timing of its target relative to some segmental point in the accented syllable. Not all pitch accents appear to be timed in this asymmetrical fashion, however. Work on Standard Greek has shown that the low target of the pre-nuclear LH pitch accent occurs just before the stressed syllable and the high target at the CV boundary of the next, causing the rise to vary in duration depending on the number of consonants before and after the stressed vowel (Arvaniti, Ladd, and Mennen 2000). An implication is that it is no longer clear which is the starred tone, L or H . The pitch accent could be interpreted as a branching structure, which as a unit associates with the accented syllable, as the authors suggest. The internal structure of the bitonal pitch accent had earlier been discussed by Grice (1995b), who recognized a 'tone cluster' by the side of a 'tone contour', adopting a tonal root node between the syllable and the tones, as in Yip (1989) (see section 3.3.4). Grice claimed that in English, pitch accents with leading tones like $\mathrm{L}+\mathrm{H}^{*}$ are clusters (cf. (17a)), but that pitch accents with trailing tones like $\mathrm{L}^{*}+\mathrm{H}$ are contours (cf. (17b)). One of her arguments is that leading tones tend to be truncated when the accent is $\iota$-initial, while $\iota$-final trailing tones are not. To return to the Greek case, a structure like (17a) could be provided with a star for the whole complex to serve as the pre-nuclear LH (Arvaniti, Ladd, and Mennen 2000).


Timing characteristics have been used by Frota (2002) to decide between an analysis of the European Portuguese focal and non-focal pitch accents as either bitonal $\mathrm{H}^{*}+\mathrm{L}$ and $\mathrm{H}+\mathrm{L}^{*}$ or as HL combinations of boundary tone and singletone pitch accent. The evidence leads her to conclude that both are bitonal pitch accents, but that only the targets of $\mathrm{H}^{*}+\mathrm{L}$ are characterized by a constant interval.

Detailed phonetic studies of timings of targets have, on the one hand, revealed cross-linguistic and cross-varietal variation, and, on the other, a tendency for targets to be coupled to 'segmental landmarks', like the syllable offset, as in Mandarin lexical tones (Xu 1998), or the CV-boundary (Ladd, Faulkner, Faulkner, and Schepman 1999), while they can be sensitive even to the tenseness of the vowel (Ladd, Mennen, and Schepman 2000). Evidence for the influence of the length of the onset and the sonorant status of consonants is provided in Prieto, van Santen, and Hirschberg (1995), and Rietveld and Gussenhoven (1995), while the role of constraints like the speed of $\mathrm{F}_{0}$ movements and the time difference between implementation and articulatory effect are discussed in Xu (2002).

The assumption that the targets of bitonal pitch accents are close together is not generally shared. The timing of trailing tones in English was made dependent on the distance to the next accent in Gussenhoven (1983b, 1988, 1999), Féry (1993), and Grabe (1998a). Part of the motivation was functional, as illustrated by (18a), after Gussenhoven (1983b), which has two occurrences of what intuitively appears to be the same neutral pitch accent. The target of the trailing $L$ of the non-final $\mathrm{H}^{*} \mathrm{~L}$ is timed rightmost, and bounded by the following associated tone. The trailing L of the final pitch accent is, however, constrained so as to occur immediately after the target of its $\mathrm{T}^{*}$. Because the timing of the trailing tone is context-dependent, the ' + ' is avoided, as it suggests that the tones are always realized close together. The representation of contour (18) in Pierrehumbert's 'on-ramp' theory is (18b), which has the pitch accents, $\mathrm{H}^{*}$ and $\mathrm{L}+\mathrm{H}^{*}$. A second argument for preferring (18a) over (18b) is that, unless the accents are close together, informal observations suggest that both the timing and the scaling of the low target before the second peak are imprecise; the target could be higher and earlier with no appreciable perceptual difference, suggesting that L's rightward drift is variable. This is not what is suggested by the pitch accent $\mathrm{L}+\mathrm{H}^{*}$, however, where L's target would be expected to be located at a fixed distance from that of $\mathrm{H}^{*}$. A third argument is that the right-moving trailing tone, or 'displaced' tone, to use Grabe's (1998a) term, also occurs in non-final L*H and H*LH (Gussenhoven 1983b) and that therefore the description generalizes across pitch accents. The rightward displacement was termed a 'partial linking' in Gussenhoven (1983b), where 'linking' referred to the coherence of the two pitch accents,
and was seen as a step towards 'complete linking', the deletion of the trailing tone.


### 7.3.2 Boundary tones

The reality of prosodic constituents is apparent from a number of phenomena. The context for segmental processes like assimilation is often defined by the boundaries of specific prosodic constituents (e.g. Nespor and Vogel 1986). Second, their boundaries reveal themselves through lengthening at the end (Wightman, Shattuck-Hufnagel, Ostendorf, and Price 1992; Gussenhoven and Rietveld 1992) and segmental strengthening at the beginning (Fougeron and Keating 1997; Fougeron 2001; Cho and Keating 2001). For instance, in Tiptoe through the tulips, the $v$-initial [ t ] in tip- will be longer and have a more extensive articulatory contact than the $\omega$-initial [ t$]$ in $t u-$, which in its turn will be longer and stronger than the F-initial [t] of -toe. Abstracting away from the presence of pitch accents and segmental effects on duration, -toe, the last syllable of the $\phi$, will be longer than $t u$-, the first syllable of a $\omega$, due to final lengthening. And third, syntactic movement rules may be sensitive to the size of the constituents they manipulate (Inkelas 1989; Inkelas and Zec 1990).

In intonation, the prosodic structure plays two roles. First, it may codetermine the context of phonological or phonetic rules (e.g. downstep, which is always confined to some prosodic constituent), including those responsible for the distribution of pitch accents (see section 7.4). Second, to return to the topic of this section, prosodic constituents may be marked by boundary tones. One, sometimes two, higher prosodic constituents may come with boundary tones initially and/or finally. These are now reported so frequently that they may well be universal. Some languages have only boundary tones, like Unangan, which has $\mathrm{L}_{\phi}$ at the beginning and $\mathrm{H}_{\phi}$ at the end of every $\phi$. The only function of intonational structure in this language is thus to signal phrasing (Taff 1997). Boundary tones may be complex, i.e. consist of a tone sequence. Jun (1993) gives an analysis of Seoul Korean where every $\alpha$ has a string LHLH, which is reduced to just an initial LH if the $\alpha$ has only three syllables (Jun 1998). In the final $\alpha$, any second occurrence of LH is pre-empted by one of the $\iota$-final boundary tones $\mathrm{H}_{\iota}$, $\mathrm{L}_{l}, \mathrm{~L}_{l} \mathrm{H}_{l}$ or $\mathrm{H}_{l} \mathrm{~L}_{l}$, which express different intonational meanings. An example is (19). Formally and functionally, Korean is thus more complex than Unangan but, like Unangan, lacks pitch accents.


Youngi's mother-TOP Younga-ACC hate-ENDING
'Youngi's mother hates Younga'

Bengali combines pitch accents and boundary tones. It closes the $\iota$ either by $\mathrm{L}_{\iota}$, or by one of the boundary complexes $\mathrm{L}_{l} \mathrm{H}_{l}$, for continuation, and $\mathrm{H}_{l} \mathrm{~L}_{l}$, for yes-no questions. This is illustrated in (20), where $L^{*}$ marks the accented syllables (see also section 4.2.2, figure 4.3). Complex $\mathrm{H}_{l} \mathrm{~L}_{l}$ contrasts with $\mathrm{H}_{\phi} \mathrm{L}_{l}$, which contour is used to mark narrow focus with declarative intonation and is realized with an earlier and lower peak, as shown in (21) (Hayes and Lahiri 1991a). The $F_{0}$ peak signalling the question is always $\iota$-final and high. Moreover, $\mathrm{H}_{\phi}$ can move to a non-final $\phi$, if the focus ends early, as shown in (22).
(20)


Shamoli my house come-PAST 'Had Shamoli come to my house?'
(21)

'Shamoli DID COME to my house'
(22)


These examples also illustrate that more than one prosodic constituent may come with boundary tones, since in addition to $\mathrm{H}_{\iota}$, Bengali has $\mathrm{H}_{\phi}$. Evidence that $\mathrm{H}_{\phi}$ is a boundary tone, rather than the leading tone of a possible $\mathrm{H}+\mathrm{L}^{*}$ pitch accent, is given by the pronunciation of amar 'my' in (20)-(22). The $L^{*}$ goes to the first syllable of the first lexical word in the $\phi$, and thus skips the function word amar. Because amar is pronounced on a downward slope, $\mathrm{H}_{\phi}$ cannot be interpreted as the leading tone of the following pitch accent, since this analysis would predict that -mar has high pitch. Neither do Bengali sentences begin with high pitch.

Maori equally has a $\mathrm{L}^{*} \mathrm{H}_{\phi} \mathrm{L}_{l}$ interrogative contour, but the middle tone here is a boundary tone for $\phi$ (de Lacy draft). Since Maori aligns the right edge of the focus constituent with $\phi$ and disallows pitch accents after the focus, a contour with an early peak is produced which in Bengali serves as the declarative early focus contour. For Georgian, Bush (1999) reports a complex boundary $\mathrm{L}_{\phi} \mathrm{H}_{\phi}$, as in (23), which is part of a question intonation contour that begins with $\mathrm{H}_{c}$. As Bush points out, the L-tone is not a pitch accent, as it spurns the stressed syllable in 'laparakob. Neither is it a sequence of $\mathrm{L}_{\phi} \mathrm{H}_{i}$; one of his arguments is that the end of $\iota$ may contribute a $L_{\iota}$ in polite speech which could not be abstracted out of the contour if it was combined with the preceding H-tone.


The Dutch dialect of Venlo has boundary tones of $\iota$ and $v$ (Gussenhoven and van der Vliet 1999): all $\iota$ s end in $\mathrm{H}_{\iota}$ or $\mathrm{L}_{\iota}$, while the utterance can have an additional $\mathrm{H}_{v}$, leading to four utterance-final contours, $\mathrm{H}_{l}, \mathrm{~L}_{l}, \mathrm{~L}_{l} \mathrm{H}_{v}$, and $\mathrm{H}_{l} \mathrm{H}_{v}$.

Finally, as will be clear from these examples, boundary tones can be optional. Pierrehumbert's decision to have final obligatory boundary tones at two ranks may have led to a tendency to assume obligatory boundary tones in other languages. For English, this assumption is intimately connected with the assumption of two intonationally defined phrases. ${ }^{1}$ In chapter 15 , an analysis with optional final boundary tones will be presented. To give some examples of this analysis, (24a) gives a half-completed fall, which is contrasted with the fall to low in (24b), while (24c) shows a sequence of high levels, one type of listing intonation. In Pierrehumbert (1980), these three contours are transcribed $\mathrm{H}^{*}+\mathrm{L} \mathrm{H}-\mathrm{L} \%, \mathrm{H}^{*}$ L-L\%, and $\mathrm{H}^{*} \mathrm{H}-\mathrm{L} \%$, respectively.


Likewise, Grabe (1998a) argues that an analysis of both German and English with an optional, single-rank boundary tone is to be preferred to a system with two constituents and obligatory boundary tones. Both the transcription system developed for Dutch, Transcription of Dutch Intonation (ToDI) (Gussenhoven, Terken, and Rietveld 1999) and the partly phonetic transcription system developed for varieties of British English, IViE (Grabe 2001) have optional boundary tones at a single rank only.

### 7.3.3 Secondary association

Pierrehumbert and Beckman (1988) introduced the concept of a boundary tone associating with a TBU. Their case will be dealt with fully in chapter 10, but the general idea is easily explained. The phrase in (25a) begins with a boundary L-tone and a toneless ('free') initial syllable, the second syllable being associated with H. In this situation, a low target occurs on the first syllable. In (25b), by contrast, the first syllable is associated with H , leaving no time for a low target: the pitch may rise a little towards the target for H at the beginning of the vowel, but nothing like the wide rise of (25a) will occur. Pierrehumbert and Beckman (1988) described this difference phonologically by associating the L-tone in (25a) with the first syllable, as shown, and assumed that the boundary tone with such a 'secondary association' (the 'first' association being with the constituent node) is pronounced fully low, as opposed to the L in (25b), which can only have a mid target.
(25)


The notion of secondary association was applied by Grice (1995a) to account for the variation between the slight fall on $\iota$-final accented syllables in Palermo Italian question intonation, as in (26a), and the deep fall observed when the accented syllable is non-final, as in (26b).



There is no necessary implication, however, that a tonal representation like (26a) inevitably leads to a phonetic implementation whereby the final L is not or is barely pronounced. Grønnum (1991) and Ladd (1996: 133) would describe a phonetic contour like (26a) as a case of truncation, and distinguish it from 'compression', i.e. a contour which reaches low pitch. Languages or language varieties may differ in that one is compressing and another truncating, as shown by Grabe (1998b) for RP and northern Standard German, respectively (see section 1.4.4), and by Grabe, Post, Nolan, and Farrar (2000) for Cambridge English and Leeds English, respectively.

While the difference between compression and truncation might arguably be accounted for by language-specific implementation rules, confirmation of the moraic association of boundary tones was provided by data from Venlo Dutch.

This dialect has a privative tone contrast on stressed syllables with two sonorant moras. There are thus three prosodic types of stressed syllable: those with one sonorant mora (27a); those with two but no tone (27b) (also known as Accent 1); and those with two and H on the second mora (27c) (also known as Accent 2). A focus-marking $\mathrm{H}^{*}$ associates with the first mora of the stressed syllable of a focused word, and a declarative $L_{\iota}$ closes the $\iota$. As shown in (27b), the fall for Accent 1 is completed inside the Accent- 1 syllable, which is explained by the secondary association of $\mathrm{L}_{\iota}$ with the sonorant mora in the accented syllable, a TBU which requires tone. Neither in (27a) nor in (27c) is such a 'free' mora available, and as a result the falls in the latter two contours are slower (Gussenhoven and van der Vliet 1999). Measurements for the contrast between (27b,c) were given in Peter van der Vliet's Master's thesis, while Gussenhoven (2000a) gives data for all three conditions in the related dialect of Roermond. When $\mathrm{H}_{l}$ occurs instead of $L_{l}$ in situations like (27b), there are clearly two targets, forming a high level stretch.
(27)


Not only boundary tones acquire secondary associations. Chapter 11, section 11.2.2 will deal with the case of the trailing L of the Swedish pitch accent $\mathrm{H}^{*}+\mathrm{L}$, which has been described as associating with a stressed syllable some distance away from its $\mathrm{H}^{*}$ in compounds.

### 7.3.4 Phrase accent

The term 'phrase accent' has a chequered history. Pierrehumbert (1980) applied it to the internal boundary tone T-, equating it with Bruce's (1977) 'sentence accent', the focal H of Stockholm Swedish. What these tones have in common is
that they occur between the final boundary tone and the last $T^{*}(T)$, an intonational pitch accent in English and a lexical pitch accent in Swedish. Functionally, the Swedish 'sentence accent' is equivalent to the intonational pitch accents of English. In Beckman and Pierrehumbert (1986), the 'phrase accent' was reanalysed as a boundary tone of the ip, as noted above, allowing for an analysis in which lower ranking ips end in T- and higher-ranking $\iota$ s end in T-T\%. Grice, Ladd, and Arvaniti (2000) narrowed the meaning down to a boundary tone with secondary association. This analysis explains why the English phrase accent (T-) is not in fact pronounced at the boundary, but usually immediately after the last pitch accent, and they therefore claim that T- associates with a stressed syllable inside the ip. They also suggest that the much-discussed issue of the difference between 'fall-rise' and 'fall-plus-rise' in descriptions of British English (cf. Cruttenden 1997) can be explained in terms of 'phrase accents'.

While the dependence of T- on stress may be less obvious in German or English, Grice et al.'s comparison between Standard Greek and Cypriot Greek makes the difference between an edge-seeking tone and a stress-seeking 'phrase accent' clear. Both languages have a yes/no question contour, analysed as $L^{*}$ $\mathrm{H}-\mathrm{L} \%$. In Cypriot Greek, the H- remains close to the $\iota$-boundary, with the peak usually falling in the last syllable, while in Standard Greek its target falls in the rightmost stressed syllable. In (28) for instance, H- associates with the unaccented, but main stressed syllable Le- in Standard Greek, while L\% possibly does too, or else is timed after H-. (In (28), I place the L-target where it would appear to occur in the $\mathrm{F}_{0}$ track.) The Cypriot Greek case is like that of Hungarian (Ladd 1983c; Gósy and Terken 1994; Varga 2002) and Bengali (Hayes and Lahiri 1991a), and shown in (29), where the rightmost stress is [zo], but the $F_{0}$ peak is on the unstressed final [mu].

the Elena Lenosi
'[Are you asking about] ELENA Lenosi?'

eat.2PL.PAST of the rice-pudding mine
'Have you eaten of my rice pudding?'
A third possibility is for the H -tone to have two high targets forming a plateau on post-focal stretches of speech, as occurs in Dutch tonal dialects (Gussenhoven and van der Vliet 1999) and Transylvanian Romanian (Grice, Ladd, and Arvaniti 2000). In Bern Swiss German, a similar plateau is due to $H$ of the $L^{*}+H$ pitch
accent, which in broad focus continues until the last stressed syllable of the phrase, where a $\mathrm{L}_{v}$ seeks a secondary association (Fitzpatrick-Cole 1999). This is shown in (30).


### 7.4 Rhythmic adjustments of pitch-accent distribution

In addition to contributing boundary tones, prosodic constituents may determine the rhythmic distribution of pitch accents. Generally, adjacency of prominent syllables is disfavoured (Alternation Principle, Selkirk 1986). This is as true for (accented and unaccented) stressed syllables within words as it is for adjacent pitch accented syllables, whether occurring within the same word or in different words. Many languages manage to live with such 'clashes'. English, for instance, allows adjacency of stressed syllables in underived words, as illustrated by can'teen, 'syn,tax, and, in a rare pattern of (x)(x .), 'cu,cumber. Other languages do not. For instance, strong syllables never clash in the simplex word in Dutch (Gussenhoven 1993).

Clashes of accented syllables are, however, avoided in English, as indeed they are in French and Dutch: English ponTOON, but PONtoon BRIDGE, French beauCOUP, but BEAUcoup PLUS 'much more' and Dutch bijGAAND, but BIJgaand BRIEFje 'accompanying letter', but are tolerated in Portuguese, Italian, and Greek (Frota 1998; Farnetani and Kori 1983; Arvaniti 1994). Greek [po'li 'liya] 'too small', for instance, will not be pronounced *['poli 'liya] (Arvaniti 1994). ${ }^{2}$

There has been some confusion over the phonological nature of clash resolution in English ('stress shift'). Liberman and Prince (1977) proposed an analysis in terms of a metrical grid, following Chomsky and Halle (1986) and others who worked with a 'segmental' feature [nstress]. As a result, the insight that English clash resolution concerned the distribution of pitch accents (Bolinger 1965; Bolinger 1986; Vanderslice and Ladefoged 1972) was lost. The renewed claim that English clash resolution amounts to arrangement of pitch accents, typically amounting to a deletion of the leftmost of the two clashing pitch accents (Gussenhoven 1986; Gussenhoven 1991a; Shattuck-Hufnagel 1989; Ladd and Monaghan 1987), was confirmed by acoustic measurements (Horne 1990; Vogel, Bunnell, and Hoskins 1995), and found support in the Boston University Radio News Corpus described in Ostendorf, Price, and Shattuck-Hufnagel (1995), Shattuck-Hufnagel, Ostendorf, and Ross (1979), and Shattuck-Hufnagel (1995). For instance, a word like Japanese is typically pronounced as in (31a) when it is the only accented word in the utterance. Depending on its position in the $\phi$, either the first or the second accent will be deleted, giving (31a) and (31b), respectively. The latter is said to have undergone 'stress shift' in Liberman and Prince (1977).

Acoustic measurements show that clash resolution in French is likewise a matter of pitch accent distribution (Post 2000a; Post 2000b).
(31) a. It's JAPaNESE
b. It's GOOD JapaNESE
c. It's a JAPanese PRINT

Word prosodic structure is involved in the clash resolution of accents in English to the extent that a pitch accent cannot be relocated on an unstressed syllable (Liberman and Prince 1977). Compare (32a), which contains an adjective with two feet, with (32b), which consists of an unstressed syllable and a monosyllabic foot. Similarly, compare (32a) with (32c), from Dutch, which does not allow adjacent footheads, and in which Chinees has the word prosodic structure of English obese.
(32) a. a CHInese BOOK
(cf. CHI-NESE)
b. an oBESE PERson
c. een ChiNEES BOEK 'a Chinese book'

The rhythmic redistribution of accents in French and English will be dealt with extensively in chapters 13 and 15.

### 7.5 Conclusion

On the one hand, this chapter has pulled together information about intonational phonology that already figured in earlier chapters, while on the other it preluded on the language descriptions in chapters $9-15$. The next chapter explores the way these intonational structures can be described in Optimality Theory. It is possible to skip that chapter and still profitably study the language descriptions, since the optimality-theoretic element in those descriptions concerns certain selected aspects only.

## Notes

1. In my description of standard Dutch, $\mathrm{L} \%$ and $\mathrm{H} \%$ were explicitly added in Gussenhoven (1991a). Earlier they had been understood as part of the phonetic realization of 'basic' H*L and L*H in nuclear position (Gussenhoven 1983a), where they contrasted with 'half-completed' versions of the same contours. Absence of L\% and H\% in these contours came to stand the half-completed realizations in a synthesis-by-rule programme (Gussenhoven and Rietveld 1992).
2. In Greek, the clash is phonetically resolved by lengthening of the vowel of the first syllable in the clash, and to a lesser extent, of the onset consonant of the second syllable. In Italian, onset consonant lengthening is phonological (Raddoppiomento Sintattico), while first vowels are phonetically lengthened (Farnetani and Kori 1983; Nespor and Vogel 1986).

# Intonation in Optimality Theory 

### 8.1 Introduction

After the syntactic structures that are needed to express a linguistic message have been assembled, words are selected to 'fill' them. Phonologically, these words come as lexical representations and, depending on the language, may include accents or tones. Prosodic constituents will be constructed on the basis of the morpho-syntactic structure, including the information structure, in simultaneous agreement with phonological conditions on size. After the addition of any postlexical tones, adjustments may be made, and the resulting surface representation is delivered to the phonetic implementation (see also section 4.3.1). Optimality Theory (OT) is a grammatical model that aims to explain the relation between the underlying forms (the input) and the surface representation (the output) by assuming that the latter optimally satisfies a ranked series of constraints (Prince and Smolensky 1993; McCarthy and Prince 1993; McCarthy and Prince 1995; Kager 1999; McCarthy 2002). The constraints are taken to be universal, so that differences between languages are describable as differences in constraint rankings. Different rankings give different results, because constraints may conflict, and in such cases higher ranking constraints are enforced at the expense of lower ranking ones (constraint violation). This chapter contains a brief explanation of the principles of OT and applies this theory to tonal and phrasal structures.

An OT treatment of tone is given in Yip (2002), which also briefly summarizes earlier work. Because intonational structure displays features that are not obviously found in segmental structures or even in lexical tonal structures, it is worth while to bring intonational data to bear on OT. ${ }^{1}$ Thus, in this chapter, an important modification to the conception of tonal alignment is made, following Gussenhoven (1999c, 2000b, 2000a). As explained in section 8.3.4, an alignment constraint requires that the left or right edge of some constituent, in our case a tone, should coincide with the right or left edge of some other constituent, say
the $\iota$. Due to the fact that in tone languages tones are generally associated in surface structure, earlier interpretations of tone alignment lumped the notion of association together with that of alignment. ${ }^{2}$ In intonation, where many tones, both boundary tones and central tones, exist that do not have an association to a TBU, these concepts must be distinguished.

A second modification concerns the phonological material with which a tone must be aligned if it is to satisfy an alignment constraint. Typically, researchers have assumed that satisfaction of right-edge alignment of T is achieved if T is associated with the last TBU of the constituent in question, even if T shares its TBU with other tones on its right. Chapter 12 , section 12.5 , presents evidence that satisfaction of alignment must only be granted if no other phonological elements, including other tones, appear closer to the relevant edge. That is, a tone fully satisfies right-alignment only if it is the rightmost tone in the domain and is located at its right edge. This point is made in section 8.3.

A third modification concerns the simultaneous satisfaction of alignments with opposite edges. This move is motivated by the widespread existence of tones that receive an early and a late target. A close alternative would be the creation of a copy of the tone, and aligning the original tone with one edge and the copy with the other. The effect cannot always be achieved through spreading, for one thing because such double-target tones need not associate in both locations. Indeed, some are not associated at all. For another, the two targets may be scaled noticeably differently due to declination; spreading tones typically retain a single $\mathrm{F}_{0}$ (Akinlabi and Liberman forthcoming).

More work in OT has perhaps been done on prosodic phrasing, in particular by Selkirk (1995a, 2000) and Truckenbrodt $(1995,1999)$. In section 8.5 , I repeat Selkirk's analysis of $\iota$-phrasing in the English VP, which also involves work by Truckenbrodt, and subject it to a critical discussion. The account aptly illustrates the three types of information that are relevant to prosodic phrasing, morphosyntactic structure, information structure (focus), and the resulting size of the prosodic constituent. First, however, section 8.2 sketches the broad outlines of OT. The subsequent two sections deal with the tonal representation and with phrasing, respectively.

### 8.2 Gen, Eval, and Con

OT comprises a component Gen(ERator) which freely generates a large set of candidate output forms by improvising on the input form. Constraints that no language violates will keep this generation in check, but otherwise anything goes. Likely universals for Gen to obey are Goldsmith's (1976) NoCrossing, which bans crossed associations, and Linearity, which forbids sequences that contradict any sequencing in the input, like metathesis (McCarthy 2002: 32). ${ }^{3}$ Both constraints enforce faithfulness to linear order. NoCrossing rules out configurations like (la), while Linearity rules out the creation of HL (1b), if the input has the tones in the opposite order, as in a bitonal morpheme.


Inviolable constraints in phrasing concern the shape of the prosodic hierarchy. For instance, any representation that features a $\phi$ encompassing two $\iota$ s violates a universal feature of language structure: layeredness (Selkirk 1978, 1995a, and section 8.5.1).

The set of possible output forms generated by GEN is vetted by the constraints in a process known as Eval(UATOR). The set of universal constraints, referred to as Con(Straints), is ranked for the language in question, and it is this ranking that constitutes the language's grammar. Eval involves taking the total group of competing output forms produced by GEN to the highest constraint, allowing it to remove forms from the set, and taking the remainder to the next highest, and so on. Any form that violates a constraint where one or more other forms satisfy it, or violates it more where one or more other forms violate it less, is discarded from the set of competing candidates. Whenever more than one form violates the same constraint in equal measure, these all proceed to the next constraint, for as long as is needed for a single, winning candidate to emerge.

### 8.3 OT and the tonal representation

Broadly, alignment constraints are responsible for creating the underlying tone string, a result that is here taken for granted. (Alignment constraints are considered in section 8.3.4.) Phonological adjustments occur as a result of the interaction of faithfulness constraints, which strive to reproduce the underlying forms in the surface representation, and markedness constraints, which strive to banish phonologically marked forms from the surface representation. Deletion or insertion of a tone or a change in a tone's identity will occur whenever a markedness constraint outranks a conflicting faithfulness constraint. Often, as in the case of Pierrehumbert's account of American English, the tone string arising from the compilation of pitch accent and boundary tones is at the same time the surface representation (Pierrehumbert 1980: 3). Neither does Stockholm Swedish require any phonological adjustments of the underlying tone string. Adjustments of the intonational tone string have been reported for Bengali, which deletes tones that are adjacent to like tones (Hayes and Lahiri 1991a) and the dialect of Venlo, which assimilates a lexical $H$ to intonational $L_{\iota}$ in a specific context (see section 12.7.3). However, OT would hold that even in cases like English and Stockholm Swedish it may be argued that adjustments occur, inasmuch as it adheres to Richness of the Base. According to this principle, the input to a language's grammar is unrestricted, and any ungrammatical structures are eclipsed by grammatical candidates produced by GEN. In this way, the grammar explains ungrammaticality.

### 8.3.1 Markedness: OCP and NoContour

Two classes of markedness constraints are OCP and NoContour. The Obligatory Contour Principle (OCP) (Goldsmith 1976, with reference to Leben 1973) militates against the occurrence of adjacent like tones. The strictest interpretation occurs in Bengali, which disallows any L . . . L or H . . . H, however far apart their targets are. The least demanding interpretation is one whereby like tones cannot occur on adjacent TBUs within a morpheme. ${ }^{4}$ Since languages like Bengali will necessarily obey the less strict versions, OCP is a scale of inherently ordered constraints, with OCP (T, domain: morpheme), for instance, banning adjacent like tones within a morpheme. While Bengali obeys OCP absolutely, and thus presents not a single instance of adjacent like tones, other languages violate OCP across the board. This is particularly apparent when single occurrences of a multiply associated tone contrast with multiple occurrences of the same tone, as observed in section 6.3.3. In chapter 10, we will see how OCP in Japanese is enforced in a specific context, due to the fact that in other contexts, violation of OCP is inevitable because of the need to obey a higher ranking constraint. This type of effect represents a significant argument for assuming violability of constraints, and explains the widespread non-uniformity of structure, which arises when a particular form appears in one context, but not in another (McCarthy 2002). OCP is functionally explained by the lack of contrast presented by sequences of similar signals. That is, the hearer is best served by acoustic differences, and repeating phonological elements is therefore not in his interest (cf. Flemming 1995; Boersma 1998). ${ }^{5}$

Articulatory motivations are behind the class of markedness constraints generally referred to as NoCONTOUR, which ban complexity in tonal representations. Again, there are more or less lenient enforcements, with LHL being more marked than HL. NoCrowd bans associations of more than one tone with the same TBU. Japanese is a language that I will argue allows only one tone per TBU, the mora. Some languages with moraic associations curb tonal complexity within the syllable, even though no tone is multiply associated. NoRise and NoFall, given in (2a,b), respectively forbid LH and HL contours within the syllable (see section 12.4.3).


### 8.3.2 Faithfulness

Clearly, if NoRise is undominated in a language's grammar, no intrasyllabic LH will survive Eval, but what the surface form will be depends on which input elements the grammar chooses to preserve. Faithfulness is expressed in terms of correspondences between the elements in the input and elements in the output (McCarthy and Prince 1995). By 'element' I mean any phonological substance,
like a feature, a segment, a tone, an accent, a constituent like $\phi$, but not a relation, like an association or an alignment. There are three constraint 'families', i.e. formulas with variables. One is MAX-IO(Element) ('Maximality': Every element in the input has a correspondent in the output), which disallows deletion. A second is Ident(Element), which stipulates that any element in the output should be a faithful reproduction of the corresponding element in the input. If the 'Element' is ' T ', as in (3) and (4), and Max- $\mathrm{IO}(\mathrm{T}) \gg$ ('outranks') Ident(T), any output form that fails to reproduce all input tones will be removed by MAx-IO(T), as happens to candidates (b) and (c) in tableau (5). As a result, both tones must be preserved, but their value will change. With two tones, H would change to L or L to H . The choice would be determined by whether the identity of $\mathrm{H}, \operatorname{IdEnt}(\mathrm{H})$, is valued more than that of $L$, $\operatorname{IdENT}(\mathrm{L})$. These constraints are left unranked in tableau (5), where HH, candidate (d), and LL, candidate (e), are both optimal. Regardless of the ranking of the Ident-constraints, candidate (f), where L and H appear in the same order but have each changed their value, always loses to these two, since it violates both identity constraints. (The tableau is to be read in the usual way: constraints are listed from higher to lower as columns, with dashed column separation lines indicating unranked constraints; candidates are listed as rows, with * indicating a violation, *! a fatal violation, and shading exclusion from the candidate set.)
(3) Max-IO(T): Deletion of tones is prohibited
(4)


| (L H, $\mu \mu$ ) | NoRISE | Max-IO(T) | IdENT(H) | IDENT(L) |
| :---: | :---: | :---: | :---: | :---: |
| a. $(\mu \mu)$ <br> LH | *! |  |  |  |
| b. $(\mu \mu)$ |  | *! |  |  |
| C. $(\mu \mu)$ |  | *! |  |  |
|  |  |  |  | * |
|  |  |  | * |  |
| $\text { f. }(\mu \mu)$ <br> H L |  |  | * | *! |

By contrast, if $\operatorname{Ident}(T) \gg \operatorname{Max}-\mathrm{IO}(\mathrm{T})$, one of the tones will have to disappear. The choice would be determined by whichever is valued higher given the ranking of the more specific $\mathrm{Max}^{2}-\mathrm{IO}(\mathrm{H})$ and Max-IO(L), again left unranked in tableau (6).
(6)

| $(\mathrm{L} \mathrm{H}, \mu \mu)$ | NoRISE | IDENT(T) | MAx-IO(H) | MAX-IO(L) |
| :---: | :---: | :---: | :---: | :---: |
| a. $(\mu \mu)$ |  |  |  |  |
| L H | $*!$ |  |  |  |
| b. $(\mu \mu)$ |  |  |  |  |
| L |  |  | $*$ |  |
| c. $\mu \mu)$ |  |  |  | $*$ |
| H |  |  |  |  |
| d. $(\mu \mu)$ |  |  |  |  |
| $\mid$ |  | $*$ |  |  |
| H H |  | $*!$ |  |  |

A third constraint family is $\operatorname{DEP}$ (Element), which forbids insertion ('Dependence': Every element in the output has a corresponding element in the input), as in (7). The violation of NoRISE could be avoided in many other ways if we were allowed to add elements. For instance, a third mora in the syllable would allow (8a) to escape the sanctions of NoRise, but if $\operatorname{DEp}(\mu)$ were ranked above NoRise, it would not get anywhere. Similarly, the addition of an M-tone between L and H , as in (8b), would avoid a violation of NoRise, but the form would be bad if $\operatorname{DEP}(\mathrm{T})$ ranks high and weeds out forms with tones that do not appear in the input.
(7) Dep-IO(Element): insertion is prohibited

b. $\left(\begin{array}{cc}\mu & \mu\end{array}\right)_{\sigma}$

In chapters 10 and 12 we will see three interestingly different effects of a highranked NoRise in Tokyo Japanese and Roermond Dutch. An example of violation of Ident(T) occurs in the Dutch dialect of Venlo (chapter 12).

### 8.3.3 Association

As explained in section 7.2.3, tones may or may not associate. Anttila and Bodomo (2000) create associations with the help of a constraint family requiring TBUs to be associated with a tone, $\mathrm{TBU} \leftarrow \mathrm{T}$ (9); and another requiring tones to
be associated with TBUs, $\mathrm{T} \rightarrow \mathrm{TBU}$ (10). In Anttila and Bodomo (2000), these constraints have the combined effect that exactly one tone is associated with a TBU and exactly one TBU is associated with a tone, respectively. Here, it is assumed there are separate constraints banning contouring and spreading, respectively, NoCrowd (12) (the strictest version of NoContour) and NoSpread (11) (Gussenhoven 2000b).
(9) $\mathrm{TBU} \leftarrow \mathrm{T}:$ TBUs are associated with T
(10) $\mathrm{T} \rightarrow$ TBU: Tones are associated with TBU
(11) NoSpread: A tone is associated with at most one TBU
(12) NoCrowd: A TBU is associated with at most one tone

Constraint $\mathrm{TBU} \leftarrow \mathrm{T}$ is a family of constraints, ranging from the general (the mora or the syllable) to the specific (the accented mora). Inherently, more specific versions rank above more general versions. If a language associates tones with moras, it will also associate them with accented moras. At some point along this scale, the constraint NoAssoc is located, causing all potential TBUs below it to be devoid of tone. For instance, the ranking $\sigma^{\prime} \leftarrow \mathrm{T} \gg$ NoAssoc $\gg \sigma \leftarrow \mathrm{T}$ would lead to associations with stressed syllables ( $\sigma^{\prime}$ ) only.
(13) NoAssoc: TBUs are not associated with tones

In like manner, T in $\mathrm{T} \rightarrow \mathrm{TBU}$ splits so as to create as many subconstraints as there are tones. When there are more tones than TBUs, their ranking will determine which tone goes first and which will remain unassociated, if other constraints like NoCrowd are ranked higher. In effect, the star in a $\mathrm{H}^{*} \mathrm{~L}$ pitch accent is a shorthand notation for the ranking $\mathrm{H}^{*} \rightarrow \mathrm{TBU} \gg \mathrm{L} \rightarrow \mathrm{TBU}$. To illustrate, consider (14), where the first [ta] is an accented syllable, which is also the language's TBU, i.e. TBU stands for TBU: $\sigma^{*}$. Because the association of H ranks above that of L , and NoCrowd ranks high, H will associate, while L remains unassociated. The other rankings give contouring, in (14b), and association of L , leaving H as a leading tone, in (14c).


$\mathrm{H} \rightarrow \mathrm{TBU}, \mathrm{L} \rightarrow \mathrm{TBU}$
> NoCRowd
c. tâ ta ta
NoCrowd, L $\rightarrow$ TBU
$\gg \mathrm{H} \rightarrow$ TBU

Competition between tones was earlier treated in an OT framework by Lorentz (1995). We will see an example of this kind of competition in Tokyo Japanese (chapter 10), where there is an additional interest in the intervention of OCP and NoRise, which upset the effects of the ranked associations.

### 8.3.4 Alignment

Alignment constraints determine the location of a phonological or morphological element relative to the phonological or morphological structure of the expression (McCarthy and Prince 1993). They do this by stipulating that the right/left edge of some constituent should coincide with the right/left edge of some other constituent (Selkirk 1986). The English plural suffix [z] is subject to the constraint in (15), according to which the morpheme's right edge coincides with the right edge of the derived word (McCarthy and Prince 1993: 102), characterizing it as a suffix.
(15) Align-z: Align([z] $]_{\text {PLUR }}$, Rt,Word,Rt)

Satisfaction of tonal alignment constraints has generally been taken to be determined by the association of tones to an edgemost TBU. In this view, rightalignment of H is satisfied not only by (16a), but also by (16b), while violations are incurred by (16c), where H is not associated to the last mora; and (16d), where H is not associated at all.


There are two reasons why association needs to be distinct from alignment. First, intonational tones are often unassociated, but because unassociated intonational tones are realized, i.e. receive a target, they must be given a location. For instance, the floating (unassociated) trailing L in some language's $\mathrm{H}^{*}+\mathrm{L}$ is typically realized immediately after the target of $\mathrm{H}^{*}$. I assume that this is because L's left edge is aligned with the right edge of H. In effect, this is like Riad's (1998) Concatenate, which I interpret as in (17). Or again, the Swedish focal H does not associate, yet must be characterized as occurring immediately after the last lexical tone as opposed to before it, because that is where it receives its target. ${ }^{6}$

## Concatenate: Tones in bitonal morphemes are aligned with each other

The second reason for separating OT alignment and association is that tones originating from different morphemic sources may compete for the same edge. In some tonal dialects of Dutch, the lexical tone associating with the last mora of the $\iota$ precedes the final boundary tone(s) of the $\iota$, as in (18a), while in other dialects it follows them, as in (18b). Since both configurations would satisfy right-alignment in the traditional interpretation, alignment cannot be used to decide which tonal order is to be generated. Since alignment constraints are generally used as the mechanism to determine the order of morphemes, it would be undesirable to devise a different one just for tones. ${ }^{7}$


The choice offered in (18) arises because tones are aligned with coinciding, though different, constituent edges. Specifically, H aligns with the right edge of the syllable and $L_{l}$ with the right edge of $\iota$. In $\iota$-final position, these edges are identical, prosodic structure being hierarchical. That is, the representation obtaining at the end of an expression is more realistically rendered as (19a) than as the notationally more convenient (19b), which is a left-to-right metaphor of low-to-high constituency. Thus, right-alignment with $\sigma$ and right-alignment with $\iota$ are in conflict if the right edge of $\sigma$ coincides with the right edge of $\iota$.


## Two ways of violating alignment

In order to differentiate between (18a) and (18b), the constituent with which the tone is aligned includes all phonological material in it, including its tones. In (18b), the right edge of H does not in fact coincide with the right edge of the $\iota$, which after all ends in $L_{\iota}$. Observe that in the segmental domain, we would not accept a representation whereby a right-aligned consonant, say, precedes any other segments in its mora. That is, if some suffix [z] is right-aligned with a word that contains [i], satisfaction is achieved by [iz], not *[zi], even if both [z] and [i] are associated with the last mora. For tones, the situation is no different. In the present conception of tonal alignment, therefore, right alignment of H in (16) is satisfied by (16a) and (16d), and not by either (16b) or (16c) (Gussenhoven 2000a, b).

Violation of the alignment of a tone T can thus occur for different reasons. First, a violation is incurred for every tone that separates T from the relevant edge. Second, if T is associated, as many violation marks are incurred as there are TBUs between the T's TBU, or its edgemost TBU in the case of a multiply associated tones, and the constituent edge. There is a potential problem here in that a 'tonal' violation of, say, right-alignment of H by the additional L of (16b), may have to be weighed against a 'TBU' violation, like the association to the penultimate mora in (16b). I have not been able to establish cases where this question is relevant, however.

To illustrate, consider Roermond Dutch (20a), where $\mathrm{H}_{l}$ associates with the last stressed syllable of the $\iota$. The unaccented word 'eindelik 'at last' has two unstressed syllables after the first, stressed syllable, and therefore creates an earlier high target than if the last word had been a monosyllabic word like klaor 'ready' or gat 'some' (Gussenhoven 2000a). This can be described, first, by ranking $\mathrm{TBU}\left(\sigma^{\prime}\right) \leftarrow \mathrm{T} \gg \mathrm{NoAssoc}$, to enforce association to a stressed
syllable; and second, by assuming $\operatorname{Align}\left(\mathrm{H}_{\iota}, \mathrm{Rt}\right) \gg \operatorname{Align}\left(\mathrm{H}_{l}, \mathrm{Left}\right)$. The correct form is (20a): (20b) incurs a fatal violation on $\operatorname{Align}\left(\mathrm{H}_{l}, \mathrm{Rt}\right)$ for skipping the stressed syllable ein-, while (20c) incurs a fatal violation of $\mathrm{TBU}\left(\sigma^{\prime}\right) \leftarrow \mathrm{T}$. In tableau (21), all candidates equally violate right-alignment of $\mathrm{H}_{l}$ due to the presence of $\mathrm{L}_{\iota}$, a violation which is inevitable, because of Linearity, and is not shown.

is that Geoffrey there at-last 'Is Geoffrey there at last?'

b. ${ }^{*}$ \{ Is dae Sjef dao eindelik \}

c. ${ }^{*}$ \{ Is dae Sjef dao eindelik \}

(21)


### 8.3.5 Violating Concatenate

If a tone is not associated, its realization typically amounts to a target in the syllable at the edge where the tone is aligned, but the timing of the target may vary across tones and languages. For instance, the target of $\mathrm{H}_{\phi}$ in an $\iota$-final Bengali $\mathrm{L}^{*} \mathrm{H}_{\phi} \mathrm{L}_{\iota}$ contour occurs in the penultimate syllable if the stress is two syllables
away from the edge, but occurs between the last and the penultimate if $\mathrm{L}^{*}$ is on the penultimate syllable, while if $\mathrm{L}^{*}$ is in the last syllable, the high target would obviously be squarely in the final syllable. By contrast, Bengali $\mathrm{H}_{\iota}$ of the interrogative contour $\mathrm{L}^{*} \mathrm{H}_{l} \mathrm{~L}_{l}$ occurs in the final syllable, regardless of the distance between the accented syllable and the $t$-end. In Hungarian, the equivalent of $\mathrm{H}_{\iota}$ would occur further away from the edge if space allows (Ladd 1996; Varga 2002). This kind of detail is to be left to the phonetic implementation, just as would the VOT of an aspirated plosive, which varies cross-linguistically (Shimizu 1996; Ladefoged and Cho 2000). However, a tone's choice of the edge where it is to be realized must be part of the representation, even in the case of unassociated tones. In section 7.3.1, in particular (18), we saw that while the tones of bitonal pitch accents are often pronounced in immediate succession, their targets can also be timed so as to occur as far apart as other tones will let them. For instance, the trailing H of the intonational pitch accent of East Norwegian, $\mathrm{L}^{*} \mathrm{H}$, is pronounced as far to the right as the next $\mathrm{L}^{*}$ (chapter 11). In this situation, Concatenate ranks below a constraint that right-aligns the trailing tone. This is shown in (22a). If Concatenate > Align(H,Rt), form (22b) wins, a pattern that is attested for lexical pitch accents in Swedish, Japanese, and many other languages. The assumption that ( $22 \mathrm{a}, \mathrm{b}$ ) represent different products of the grammar implies that the phonological representation must include the notion 'aligned with', such that HL . . . H is different from H . . . LH. The OT subtheory of alignment in fact nicely predicts that both situations should exist.


In this view, the primary motivation for assuming a bitonal pitch accent is therefore not that the two targets are pronounced close together, as generally assumed (e.g. Frota 1998), but morphological: a pitch accent is bitonal because it represents a single choice in the grammar, and if it is intonational, has non-compositional meaning.

### 8.3.6 Simultaneous satisfaction of opposite alignments

OT alignment not only predicts that tones can choose an edge, it also provides a mechanism for describing the creation of two targets for one tone, one early
and one late, as shown in section 7.3.4. This situation can be explained as the simultaneous satisfaction by a tone of opposite alignment constraints. To give a further example, when in the dialect of Venlo, $\mathrm{H}_{l} \mathrm{H}_{v}$ follow a $L^{*}$-accented syllable containing two sonorant moras, $\mathrm{L}^{*}$ associates with the first and $\mathrm{H}_{l}$ with the second mora of the accented syllable, as shown in (23). At the same time, $\mathrm{H}_{\iota}$ associates with the last stressed syllable of the $\iota$ (cf. the Roermond case in (20a)), entitling it to two targets. The other $\iota$-final boundary tone of the Venlo dialect, $\mathrm{L}_{l}$, behaves in the same way after $\mathrm{H}^{*}$, and the association with the free TBU in the accented syllable is thus entirely general.


Again, in either location, association will be dependent on other factors, as usual. In the case of Venlo's $\mathrm{H}_{l}$, both locations will lead to associations, as in (23). By contrast, in the case of English $\mathrm{H}^{*} \mathrm{~L}_{t}$, the trailing L does not associate, yet acquires two targets, as in (24). In such cases, we have so far only given the first target in graphic representations of the contours, as in the case of the initial boundary $\mathrm{L}_{l}$ in English, which equally has a target at the beginning of $\iota$ and one immediately before the first pitch accent. In (24), both targets are shown, which practice I will follow from now on.


A comment on the semantics of the phonological representation is in order. The claim inherent in (24) is that L , for instance, is immediately adjacent to $\mathrm{H}^{*}$ on its left and to $\mathrm{H}_{l}$ on its right, as well as floating, i.e. not associated. Graphically, this representation might be depicted with the help of a horizontally drawn out L-symbol, if typographical convention and plain esthetics did not militate against this. Also, this notation would incorrectly suggest that phonological objects have size. Really, they only have edges, and the tones's extension in time is governed by the way they are included in prosodic structure through alignment and association. That is, although $L$ in (24) is printed where it is and has no association lines, its alignment is equivalent to that of $\mathrm{H}_{l}$ in (23). Every alignment entitles the tone to a target, while an alignment that leads to an
association may cause that target to be timed more precisely than if there was no association.

Also, our notational conventions need to be more specific. So far, a boundary tone has been shown as having an association with the constituent bracket, following Hayes and Lahiri (1991a), even though the tone is only aligned with the edge concerned. As Jörg Peters points out, it is in fact preferable to use association lines only for true (moraic or syllabic) association, and boundary tones will therefore from now on be shown without their 'association line' to the bracket; after all, their printed alignment and their label adequately show their timing and status. Second, if a boundary tone is aligned both left and right, an arrow will be added pointing in the direction of the other edge if there is no association in that location, as in Gussenhoven (1999c).

To illustrate, I deal with (24) in tableau (26). One more constraint is needed. In Gussenhoven (1999c, 2000a), I proposed a constraint SingleTarget, according to which a tone may have only one target. Since in OT, markedness constraints typically bar structure, the constraint can be replaced with NoTARGET, as in (25).
(25) NoTarget: A tone has no target

NoTARGET is high-ranked in the case of unrealized tones, but ranks below the leftedge and right-edge alignment constraints for any tone that creates two targets. In the case of (24), this is true for $\mathrm{L}_{l}$ and L , but not for $\mathrm{H}_{l}$. When opposite alignments of a boundary tone both outrank NoTarget, their mutual ranking determines whether it is final or initial. The highest ranking edge-alignment represents the usual morphological status of the tone as a right-edge or left-edge tone, while the lower ranking alignment establishes the tone's realization away from the edge. In tableau (26), the ranking $\operatorname{Align}\left(\mathrm{L}_{l}, \mathrm{Left}\right)>\operatorname{Align}\left(\mathrm{L}_{l}, \mathrm{Rt}\right)$ makes $\mathrm{L}_{\iota}$ a left-edge boundary tone with an early and a late target, as opposed to a right-edge boundary tone with an early and a late target. The trailing tone, too, has two targets, due to $\operatorname{Align}(L, L e f t)$ and $\operatorname{Align}(L, R t)$. (Align(L,Left) is equivalent to Concatenate $\left(\mathrm{H}^{*} \mathrm{~L}\right)$.) Right-hand boundary tones never appear to create an early target in English, so that $\operatorname{Align}\left(\mathrm{H}_{\iota}, \mathrm{Rt}\right) \gg$ NoTarget $\gg$ $\operatorname{Align}\left(\mathrm{H}_{l}\right.$, Left). In tableau (26), I have taken the association of $\mathrm{H}^{*}$ for granted. NoTarget is violated six times by candidate (a), since both initial $\mathrm{L}_{l}$ and trailing L satisfy opposite alignments, as is evident from their two targets and the arrows. It is the optimal form, however. Candidate (b) violates Align (L,Rt) in addition to the six violations of NoTarget, while Candidate (c) does not violate NoTarget to the same degree, but lacks a late target for $\mathrm{L}_{l}$ and an early target for trailing L. Candidate (d) fails to align $\mathrm{H}_{l}$ finally in the $\iota$, incurring a violation of $\operatorname{Align}\left(\mathrm{H}_{\iota}, \mathrm{Rt}\right)$. Of course, if this first tone were the initial $\mathrm{L}_{l}$ of the input, it would not violate any alignment constraint, but the form would instead be rejected by $\operatorname{Ident}(T)$, since, unfaithfully, the surface correspondent of $\mathrm{L}_{\iota}$ would be $\mathrm{H}_{l}$.
(26)

| \{ Are your FEET attached to your legs \} $\mathrm{L}_{l}, \mathrm{H}_{l}, \mathrm{H} * \mathrm{~L}$ |  |  | z O 甬 第 |  |
| :---: | :---: | :---: | :---: | :---: |
| ar |  |  | +** | * |
| b. \{ Are your feet attached to your legs \} |  | $\begin{array}{ll}  & \\ 1 & \\ & \\ & *! \\ & 1 \\ 1 & 1 \\ \hline \end{array}$ | + $\begin{aligned} & * * \\ & * * \\ & * *\end{aligned}$ |  |
| c. $\{$ Are your feet attached to your legs \} |  |  | ${ }_{* *}^{* *}$ | * |
| d. \{ Are your feet attached to your legs \} | $\begin{aligned} & 1 \\ & 1 \\ & 1 \\ & 1 \\ & 1 \\ & 1 \end{aligned}$ | $\begin{array}{c:c:c} \hline & & \vdots \\ * & & 1 \\ *! & *! & 1 \\ & & 1 \end{array}$ | *** | * |
| e. \{ Are your feet attached to your legs \} | $\begin{array}{c:c} \hline & : \\ & : \\ *! & *! \\ & : \\ & \end{array}$ |  | $\begin{aligned} & * * \\ & * * \\ & * * \end{aligned}$ |  |

Crucial ranking of NoTarget above $\operatorname{Align}\left(\mathrm{H}_{t}\right.$, Left $)$ would occur is a structure like (27), if only two targets are allowed.
(27)


A note on the behaviour of $\mathrm{T}^{*}$ closes this section. To account for the presence of pitch accents in accented syllables, Pierrehumbert extended the notion of 'alignment' to coincidence with prosodic heads, in addition to edges (Pierrehumbert 1993). She thus assumes a constraint like $\operatorname{Align}\left(\mathrm{H}^{*},{ }^{*}\right)$ which locates $\mathrm{H}^{*}$ in the accented syllable. In our framework, this constraint is equivalent to $\mathrm{H}^{*} \rightarrow \mathrm{TBU}$ (see section 8.3.3). Since this latter constraint only governs the association of $\mathrm{T}^{*}$, the question arises within our framework whether it is meaningful for $\mathrm{T}^{*}$ to be aligned, as distinct from associated. In fact, pitch accents may align, though not associate, and they may also have two targets, just like other tones. In chapter 11, we will see how Norwegian L* only associates with the stressed syllable if that syllable does not already have a lexical H associated to it, a case of non-uniformity of structure. In this language, $\mathrm{T}^{*} \rightarrow \mathrm{TBU}$ is outranked by $\mathrm{H}_{L e x} \rightarrow \mathrm{TBU}$. The
location of $\mathrm{L}^{*}$ to the right of the lexical H is governed by its left-alignment with the lexical tone (cf. Concatenate). Second, simultaneous satisfaction of $\operatorname{Align}\left(\mathrm{H}^{*},{ }^{*}\right)$ and $\operatorname{Align}\left(\mathrm{H}^{*}, \mathrm{Rt}\right)$, occurs in the English contour in (28), where the left-aligned, but not the right-aligned location results in an association.

\{ Are your feet attached to your legs \}

$$
\mathrm{L}_{l} \rightarrow \quad \mathrm{H}^{*} \rightarrow \quad \mathrm{H}_{l}
$$

### 8.4 Positional effects

Phonological contrasts tend to accumulate in particular locations in structure (see section 3.3.2). This means that constraints need to be made sensitive to the phonological context. For instance, it has been noted by Zoll (1997) and Zhang (2000) that the usual alignment constraints cannot deal with one-to-one directional mapping of the sort illustrated for Etung in section 3.3.2. If there are more tones than TBUs, this mapping creates contour tones at the same edge of the word as the edge towards which tones spread if there are more TBUs than tones. Edge-alignment, however, will create contour tones on one edge and spread tones towards the other edge. In tableau (29), high ranking of right-alignment correctly selects right-contouring candidate (a) for HL, but incorrectly selects left-spreading candidate (b) for HLH. If we reverse the ranking, as in tableau (30), the opposite results are obtained. Neither ranking, therefore, can produce the correct candidate forms.
(29)

| (L H, $\mu \mu \mu$ ) |  |  |
| :---: | :---: | :---: |
| $\operatorname{cog}_{\mathrm{H}}^{\mu \mu \mu}$ |  | * |
| b. | *! |  |
| ( H L H, $\mu \mu$ ) |  |  |
|  | *! |  |
| $\begin{array}{r} \mu \mu \\ \mathrm{HLH} \end{array}$ |  | * |

(30)

| (L H, $\mu \mu \mu)$ |  |  |
| :---: | :---: | :---: |
|  | *! |  |
| $\underbrace{\mu \mu \mu}_{\mathrm{H}}$ |  | * |
| (H L H, $\mu \mu$ ) |  |  |
|  |  | * |
| b. | *! |  |

Zhang (2000) proposes to solve the dilemma by means of positional markedness, which restricts phonological contrasts to specific contexts. By ranking a constraint banning contour tones in non-final syllables above a general NoContour, as in (31), contour tones will be tolerated in final syllables in preference to nonfinal ones. ${ }^{8}$ This solution predicts that words like tátâtà, with a contour tone on a non-final syllable, are universally absent. This is most probably incorrect, as historical vowel deletions will readily lead to word-internal contour tones in underlying representations (cf. chapter 6), but such exceptions can be countered by high-ranking faithfulness.

$$
\begin{equation*}
* \mathrm{~T}_{1} \mathrm{~T}_{2}-\sigma_{\text {nonfinal }} \gg * \mathrm{~T}_{1} \mathrm{~T}_{2} \tag{31}
\end{equation*}
$$

Positional constraints can account for the neutralization of the lexical tone contrast in the Venlo dialect, which causes minimal pairs like pǎerd 'horse' - páerd 'horses', which are distinct in (32a,b), to be homophonous in (32c).

b.

'I HAVE no horses’
c.


Unless it occurs in an accented or $\iota$-final syllable, a lexical tone is deleted. Since neither context obtains in (32c), the lexical tone of paert 'horse' is lost. The loss of this tone cannot be attributed to NoAssoc, since the syllable from which it disappears standardly serves as a TBU for $\mathrm{T}_{l}$. In (20a), for instance, $\mathrm{H}_{l}$ associates with the third syllable from the right edge, the rightmost stressed syllable, which must therefore be a valid TBU. Instead of attributing deletion of H to NoAssoc, it can be blamed on its failure to align correctly. If the highest alignment constraint for lexical H is the 'positional' (33), it will not align in locations specified by a lower ranking, more general alignment constraint. In tableau (35), lexical T in the input is preserved in winning candidate (a), while tableau (36) shows how the same ranking leads to the deletion of T in an unaccented, $\iota$-medial syllable.

If the language deletes floating central tones, as indicated by high-ranking * $T$ (34), the case for deletion is sealed in (36). ${ }^{9}$
(33) $\operatorname{ALIGN}\left(\mathrm{H}_{\text {Lexical }}, \mathrm{Rt}, \sigma_{\iota-\text {-final/* }}, \mathrm{Rt}\right)$ : Align the right edge of H with the right edge of an $\iota$-final or accented syllable
(34) * (T): Delete floating central tones

| $\left(\mathrm{H}^{*} \mathrm{H}\right)_{\sigma} \ldots \ldots$ | $\stackrel{*}{*}$ |  | $$ |
| :---: | :---: | :---: | :---: |
| $\begin{gathered} \text { Fa. }\left(\begin{array}{cc} \mu & \mu) \\ \mid & \mid \\ \mathrm{H}^{*} \mathrm{H} \end{array}\right. \\ \hline \end{gathered}$ |  |  |  |
| $\left.\begin{array}{c} \text { b. } \left.\begin{array}{cc} \mu & \mu \end{array}\right) \ldots \\ \mid \\ H^{*} \\ \mathbb{H} \end{array}\right)$ | *! |  |  |
| c. $\left.\left(\begin{array}{ll}\mu & \mu\end{array}\right) \ldots\right\}$ |  |  | *! |
| d. $\left.\left(\begin{array}{ll}\mu & \mu\end{array}\right) \ldots.\right\}$ |  |  | *!* |

(36)


### 8.5 OT and prosodic phrasing

What determines the division of utterances into prosodic phrases? There are three factors that are likely to figure in any discussion of this topic. First, prosodic constituents tend to have their right or left edges coincide with the corresponding edges of specific morpho-syntactic constituents (Selkirk 1986; Selkirk and Shen 1990). Second, many languages require the left or right edge of the focus constituent, roughly the 'new information', to coincide with some prosodic constituent (Pierrehumbert and Beckman 1988; Kanerva 1989; Hayes and Lahiri 1991a). Third, the length of prosodic constituents tends to be less variable than that of morpho-syntactic constituents, which is due to size constraints on prosodic phrases, like the constraint in Basque requiring the first ip to consist of minimally two $\alpha$ s (see chapter 9), and to constraints which restrict the number of accents, as a result of which languages may require precisely (Bengali, Basque) or maximally (Japanese) one accent per phrase (see chapters 9 and 10). These factors are captured in OT by interacting prosodic structure constraints, as I will illustrate with an account of the intonational phrasing of English by Selkirk (2000). I will also briefly discuss the Strict Layering Hypothesis and the ways in which
prosodic structure can deviate from it, following Selkirk (1995a). In section 8.5.2, some observations, mainly from the literature, are presented that expand on this description or suggest a modified approach.

### 8.5.1 Interacting factors in prosodic phrasing

Morpho-syntactic and focus alignment is used by Selkirk (2000) to describe sentence-internal major phrasing in English. Here data would appear to make this constituent equivalent to our $\iota$-phrasing, even though the alignment of the major phrase is with XP, which in the prosodic hierarchy adopted here makes it equivalent to the $\phi$; more about this in the next section. To begin with, there are two conflicting alignment constraints: WrapXP, which requires that the XP be contained in a single major phrase (henceforth $\iota$ ), following Truckenbrodt (1995, 1999); and AlIGNXP, which is violated by any right-hand XP-boundary which fails to coincide with an $\iota$-boundary. The ranking WrapXP $\gg$ AlignXP would create a single $\iota$ for the VP (She) loaned her rollerblades to Robin; the opposite order would create separate $\iota \mathrm{s}$ for (She) loaned her rollerblades and to Robin, since the right edge of each PP, NP, or VP will need to coincide with the right edge of an $\iota$. Because both pronunciations are possible, these constraints are not ranked. The interest is in the effect of the higher ranking third constraint, AlignFoc, which requires that the focus constituent right-aligns with $\iota$. If the verb loaned is a focus, therefore, it will have to end an $\iota$. In this reading, the influence of AlignXP can still be observed, in that an $\iota$-boundary is inserted after her rollerblades, as shown in tableau (37). Candidates (a) and (b) fail to satisfy AlignFoc. Although candidates (c) and (d) both satisfy this constraint, (c) is selected, because (d) fails to satisfy AlignXP. Since WrapXP is violated equally by (c) and (d), it is incapable of deciding between them. The context for (37) is one in which there is a rumour that 'she' has been getting rid of all her stuff. The speaker is checking diary entries for evidence of this, finds the sentence given in (37), and reads it out. While everything is 'new', the verb has a special emphasis.

|  |  |  |
| :---: | :---: | :---: |
| a. (she lóaned her róllerblades to Róbin) ${ }_{l}$ | *! | * |
| b. (she lóaned her róllerblades) ${ }_{t}$ (to Róbin) ${ }_{t}$ | *! | * |
| ${ }^{\text {c c }}$ c. (she lóaned) $)_{t}$ (her róllerblades) ${ }_{l}$ (to Róbin) ${ }_{l}$ |  | * |
| d. (she lóaned) ${ }_{l}$ (her róllerblades to Róbin) ${ }_{\iota}$ |  | * *! |

The case parallels Truckenbrodt's (1995) analysis of Chicheŵa, where in a neutral pronunciation a single $\phi$ is used for the VP in (38), as in (39a), which could
be a reply to 'What happened?' (Kanerva 1989). In this case, Wrap outranks AlignXP rather than being unranked with it, but this is not relevant to the point at issue. Narrow focus again requires a $\phi$-boundary after the focus constituent (see also section 9.4.3), which is apparent from tonal effects as well as penultimate lengthening. Unless this occurs after [mwalá], the VP-internal boundary will constitute a violation of Wrap, and once this constraint is violated, as in (39b,c), AlignXP will force $\iota$-boundaries after every XP. This is why in (39c) a $\phi$ boundary emerges after the non-focus NP [nyuúmba].
(38) [Anaményá]v [nyumbá]Np [ndí mwalá]pp
(39) a. [Anaményá nyumbá ndí mwáála] ${ }_{\phi}$ he-hit the-house with the-rock
b. $[\text { Anaményuá nyuúmba }]_{\phi}[\text { ndí mwáála }]_{\phi}$
'He hit the HOUSE with the rock'
c. $[\text { Anaméenya }]_{\phi}[\text { nyuúmba }]_{\phi}[\text { ndí mwáála }]_{\phi}$
'He HIT the house with the rock'

Tableau (37) also makes it clear that if there is no internal focus, the non-ranking of Wrap and AlignXP will account for the well-formedness of both (a) and (b), each of which violates one of these constraints. The phrasing of candidate (c) is now ungrammatical, however. This is because WrapXP, AlignXP, and AlignFoc interact with phonological constraints that impose size restrictions on phrases. Prosodic constituents avoid being either too short too or long. Selkirk's (2000) BinMAP, which stipulates that a major phrase consists of exactly two minor phrases, combines both tendencies. It explains why in a pronunciation without special focus, the even-balanced candidate (b) in tableau (40) is better than either candidate (a), which incurs a violation of lower ranked BinMAP for having an $\iota$ that is too long; or candidate (c), which incurs two violations of this constraint for having two $\iota$ s which are too short. Since unranked WrapXP and AlignXP are violated equally by all three candidates, lower ranked BinMap can decide. Candidate (d) founders on both AlignXP and WrapXP before it can reach BinMap.

| She [[lóaned] [her róllerblades] ${ }_{\text {NP }}$ [to Róbin's síster]pp]vp | - |  |  |
| :---: | :---: | :---: | :---: |
| a. (she lóaned her róllerblades to Róbin's síster) |  | , * | *! |
| b. (she lóaned her róllerblades) ${ }_{\text {c }}$ (to Róbin's síster) ${ }_{t}$ |  | * |  |
| c. (she lóaned) $)_{t}$ (her róllerblades) ${ }_{t}$ (to Róbin's síster) ${ }_{l}$ |  | * | *!* |
| d. (she lóaned) ${ }_{l}$ (her róllerblades to Róbin's síster) ${ }_{l}$ |  | * ! *! | ** |

The above description nicely summarizes the ways in which the various factors that determine prosodic phrasing can be made to interact in an OT description. In the remainder of this section I will briefly discuss the possible violations of the Strict Layering Hypothesis, given in (41), after Selkirk (1984).
(41) Strict Layering Hypothesis: A prosodic constituent of rank $n$ is immediately dominated by a single constituent of rank $n+1$.

For the purposes of OT, Selkirk (1995) broke this principle down into four separate constraints. Two of these are violable: NonRecursivity, which is violated by any constituent that dominates a constituent of the same level; and Exhaustivity, which militates against skipping levels. The other two belong to Gen, and forbid reversals whereby constituent $n$ is dominated by a constituent $n-1$ (LAYEREDNESS), and incomplete nodes whereby a non-terminal constituent fails to dominate a constituent of a lower rank (Headedness).
(42) NonRecursivity A prosodic constituent of level $n$ may not dominate another prosodic constituent of level $n$.
(43) Exhaustivity A prosodic constituent of level $n$ exhaustively dominates constituents of level $n-1$.

Exhaustivity is violated by extraprosodic structures like (44), in which the first (unstressed) syllable is not part of any foot, but is directly dominated by the $\omega$-node (cf. Pierrehumbert and Beckman 1988: 100).
(44) $\left[\text { tə }[\text { mastəu }]_{F}\right]_{\omega}$

NonRecursivity excludes representations like (45), where $\phi_{1}$ is dominated by a constituent of the same rank, $\phi_{2}$. That is, the $\phi$ BA in (45a) as well as the $\phi$ AB in (45b) each dominate a $\phi \mathrm{A}$. This type of structure has been motivated by Inkelas (1989) for Hausa and by Truckenbrodt (1999) for Kimatuumbi, as well as for Dutch by Lahiri, Jongman, and Sereno (1990) in the case of $\omega$. In chapter 14 , we will adopt multiply nested structures like these for the English $\phi$ and $\iota$. For the $\phi$, the procliticized structure in (45a) will be adopted on the basis of the resolution of clashing pitch accents in the NP. For the English $\iota$, an encliticized structure here given for $\phi$ in (45b) will be motivated on the basis of the pronunciation of reporting clauses and epithets (cf. Bing 1979).

> a. $\left[\mathrm{B}[\mathrm{A}] \phi_{1}\right] \phi_{2}$
> b. $\left[[\mathrm{A}] \phi_{1} \mathrm{~B}\right] \phi_{2}$

In section 14.3.3, a solution within OT will be adopted that creates these unbalanced structures by allowing alignment constraints to create prosodic boundaries at one edge without allowing the opposite alignment constraints to create prosodic edges at the other edge. As a result, a morpho-syntactic structure like [A very
interesting [Irish novel]] can be converted into the prosodic structure (A very interesting (Irish novel)) (cf. (45a)).

### 8.5.2 Three issues in the Selkirk-Truckenbrodt account

A number of elements in the above account allow for alternative interpretations. First, non-ranking, which produces multiple correct outputs, may be contrasted with variable ranking. Under variable constraint ranking, the grammar actually decides between two possible structures on the basis of a specific ranking of what are unranked constraints in Selkirk's solution. In the case of the French $\phi$, variability between coarser and finer phrasing options can be dealt with in this way, as proposed by Anttila (1997) (cf. also Kager 1999: 404). Specifically, constraints demanding alignment with highest and non-highest nodes in the NP may freely rerank, so as to produce $\phi$ s for each lower node or just a single $\phi$ for the highest node. Depending on the ranking, therefore, a morphosyntactic structure like [[des garçons] [intelligents]] can either be converted into the prosodic structure (des garçons) (intelligents) or into (des garçons intelligents) (see further section 13.2.5). At this point, the difference between nonranking and variable ranking might seem trivial, but longer expressions may well present a sequence of potential prosodic boundaries which could be decided on independently. If we present the whole expression to Eval, two constraints may have to appear in one ranking for one boundary and in another for the other in order to produce a required output. There seem to be two possible ways out of this predicament:

1. The constraints are ranked at every point at which a decision must be made, an option we might refer to as ranking 'on the hoof'. Under this option, constraints might be weighted (cf. Boersma 1998) and their weights be influenced by factors like speech style.
2. The evaluation takes place in a cyclic fashion, such that smaller constituents are provided with a prosodic structure which may or may not be copied into the larger constituent.

Truckenbrodt (2002b) has pointed out that non-ranking cannot in fact be maintained by showing that the description in section 8.5.1 fails to account for variable $\phi$-phrasing within the Bengali NP. In a left-branching NP like (46), there are four legitimate phrasings. Note that prepositions ('postpositions') come after their NP in Bengali, here 'the king's pictures'. Structures (47a,b,c,d) exhaust the possible pronunciations: no other distribution of the words over $\phi$ s is possible.
(46) NP: [[[[ radzar ] ${ }_{\mathrm{NP}} \mathrm{t} \mathrm{f}^{\text {h }}$ obir $]_{\mathrm{NP}}$ dzonno $]_{\mathrm{PP}}$ taka $]_{\mathrm{NP}}$ king+GEn pictures+GEn for money 'money for the king's pictures'
(47) a. [ radzar t ${ }^{\text {h}}$ obir dzonno taka]
b. [ radzar tf hobir dzonno ] [ taka ]
c. [ radzar t $\mathrm{t}^{\text {h }}$ obir ] [dzonno ] [ taka ]
d. [ radzar ] [ t ${ }^{\text {h }}$ obir ] [ dzonno ] [ taka ]

However, as will be evident in tableau (48), with Wrap and Align(XP, $\phi$ ), we can get the coarse-grained phrasing of candidate (a) if WrapXP $\gg \operatorname{Align}(X P, \phi)$, or the fine-grained phrasing of candidate (d) if $\operatorname{Align}(X P, \phi) \gg$ WrapXP, but it is unclear how the intermediate candidates (b) and (c) are to be obtained. This problem arises whenever there is more than one location in an expression where a phrasing decision must be made.
(48)

| [[[ radzar t ${ }^{\text {h }}$ obir ] dzonno ] taka ] |  |
| :---: | :---: |
| a. [radzar t ${ }^{\text {h }}$ obir dzonno taka] ${ }_{\phi}$ | *** |
| b. [radzar tf ${ }^{\text {h obir dzonno }}{ }_{\phi}[\text { taka }]_{\phi}$ | * ** |
| c. $\left[\text { radzar tf }{ }^{\text {hobir }}\right]_{\phi}\left[\mathrm{d}_{3} \mathrm{onno}\right]_{\phi}[\text { taka }]_{\phi}$ | * |
| d. [radzar $]_{\phi}\left[\text { t }{ }^{\text {h }} \text { obir }\right]_{\phi}[\text { dzonno }]_{\phi}[\text { taka }]_{\phi}$ | * |

Of the two above approaches, Truckenbrodt proposes the cyclic type. He adopts Elenbaas's (1999) solution to 'inherited' variable pronunciations of secondary stress in derived Finnish words. Pronunciations (49a) and (49b), where the hyphen indicates a suffix boundary, arise from different rankings of a constraint demanding feet to be leftmost and a constraint demanding that the suffix be included in a binary trochaic foot (see section 2.2). Dominance of leftmost footing gives (49a), and dominance of suffix-footing gives (49b). When a further suffix is added, as in the right-hand column, pronunciation (49b) may persevere in the derived form, as shown in (49d), even though (49c) satisfies both the leftmost footing constraint and the suffix-footing constraint. Elenbaas obtains this effect from Output-Output (OO) faithfulness: form (49d) is faithful to (49b), whereas (49c) is faithful to (49a). In general, OO-faithfulness relates the pronunciation of a form to the pronunciation of a paradigmatically related form, typically a subconstituent (see Kager 1999: ch. 6; McCarthy 2002: 172ff.).

|  | a. (áte)(ría)-na | 'meal-1sg |
| :---: | :---: | :---: |
|  | b. (áte)ri(á-na) | ditto |
|  | c. (áte)(ría)(-ná-ni) | 'meal-1sG-ESSIVE |
|  | d. (áte)ri(á-na)-ni | ditto |

To return to the variability in (47), Truckenbrodt proposes that the forms chosen for the subconstituents can be passed on to higher nodes of the NP via OO-faithfulness. Using informal formulations of his constraints, I reproduce his
solution here, which pits $\operatorname{Max}_{\mathrm{OO}}$ (50) against ${ }^{*} \mathrm{P}$ (51). Exhaustivity (43) makes sure that no material remains unparsed at the level concerned.
(50) $\mathrm{MAx}_{00}$ : Each $\phi$ in a subconstituent of a syntactic constituent C corresponds to a $\phi$ in C
*P: Do not form $\phi$
In tableau (52), MAX ${ }_{\text {OO }}$ is ranked above ${ }^{*}$ P. If we assume that free-standing [radzar] is assigned a $\phi$, then Max ${ }_{\text {Oo }}$ requires this $\phi$ to be present in [radzar $\mathrm{t}{ }^{\mathrm{h}}$ obir]. I have added this output in the tableau for clarity. As will be clear, if Max $_{\text {Oo }}$ and *P were to be reranked, coarse-grained candidate (52b) would be selected.

| O: [radzar] $]_{\phi}$ <br> [[ radzar ]npt $\left.{ }^{\text {h }}{ }^{\text {hobir }}\right]_{\mathrm{Np}}$ |  | $\stackrel{*}{0}$ |
| :---: | :---: | :---: |
| a. $[\text { radzar }]_{\phi}[t]^{\text {h }}$ obir $]_{\phi}$ |  |  |
| b. [radzar tf ${ }^{\text {h }}$ obir $]_{\phi}$ | *! |  |
| c. $[\operatorname{radzar}]_{\phi} \mathrm{t} \mathrm{f}^{\text {hobir }}$ | *! |  |

Moving on to the PP [radzar $\mathrm{t}^{\mathrm{h}}$ obir d3onno], there are now two forms which MAX $X_{O O}$ could demand faithfulness to: $\left[\text { radzar } \mathrm{tf}^{\mathrm{h}} \mathrm{obir}\right]_{\phi}$ and $\left[\operatorname{rad}_{3} \mathrm{ar}\right]_{\phi}\left[\mathrm{tf} \mathrm{h}^{\mathrm{h}} \mathrm{obir}\right]_{\phi}$. Assuming the latter, as shown in the tableau, and assuming that the ranking Max $_{\mathrm{Oo}} \gg$ *P obtains at the point the PP is evaluated, Truckenbrodt's analysis will select the maximally fine-grained phrasing. This is shown in tableau (53), where candidate (a) faithfully reproduces the $\phi$ s of candidate (a) in (52), while candidate (b) fatally loses the fine-grained phrasing.

| $\left.0:\left[\text { radzar }^{2}\right]_{\phi}[t]^{\text {h }} \mathrm{obir}\right]_{\phi}$ <br> [[[ radzar ]npt $]^{\text {h }}$ obir $]_{\text {Np }}$ dzonno ]pp |  | $\stackrel{*}{0}$ |
| :---: | :---: | :---: |
| a. $[\text { radzar }]_{\phi}[t)^{\text {h }}$ obir $]_{\phi}$ [d3onno $]_{\phi}$ | ! |  |
| b. [radzar ts $\left.{ }^{\text {obir }}\right]_{\phi}\left[\right.$ [djonno $_{\phi}$ | *! | ** |
| c. [radzar tj ${ }^{\text {hobir }}$ dzonno ${ }_{\phi}$ | ! |  |
| d. [radzar ts $\left.{ }^{\text {hobir }}\right]_{\phi}$ dzonno | *! ! | * |

To obtain coarse-grained candidate (53c), we need ${ }^{*} \mathrm{P} \gg \mathrm{MAx}_{\mathrm{OO}}$ to be in force during the evaluation of both the NP and the PP. This will produce a single $\phi$ for the NP [radzar tf ${ }^{\text {h }}$ obir], so that candidate (b) of tableau (52) rather than candidate (a) is to be reproduced. Candidate (53a) now fails, because it fatally splits up that $\phi$, and candidate (53b) now violates *P more than does (53c). A
continued procedure will thus generate the complete set of pronunciations in (47). On the downside, Truckenbrodt's procedure implies a form of postlexical cyclicity that we have kept at bay in the treatment of pitch-accent distribution (see chapter 14). The issue is here whether the notion of 'free-standing form' can be extended from the lexical to the postlexical domain.

The second issue that arises in connection with the description in section 8.5.1 concerns the prediction of the Wrap-cum-AlignXP solution that either all or no XPs are followed by a phrase boundary in cases like (39). When a further word is added, like dzulo 'yesterday', and the focus constituent is 'with a rock', a $\phi$-boundary appears after the word for 'rock', as predicted, but, unlike what is predicted, no $\phi$-boundary appears after nyumba 'house', even though it is an NP (Kanerva 1989).
(54) [Anaményá nyumbá ndí mwáála] ${ }_{\phi}\left[\right.$ dzúulo] ${ }_{\phi}$ 'He hit the house with a ROCK yesterday'

Tableau (55) shows how candidate (55b) is incorrectly selected as the winning candidate, where candidate (55a) ( $=(54)$ ) is the required form as inferred from Kanerva (1989).

|  | - | $\sum_{0 /}$ $\substack{0 \\ 0 \\ 0}$ |  |
| :---: | :---: | :---: | :---: |
| a. [Anaményá nyumbá ndí mwáála $]_{\phi \phi}[\text { [dzúulo }]_{\phi}$ |  | * | *! |
|  |  | * |  |
| c. [Anaményá nyumbá ndí mwala dzúulo] ${ }_{\phi}$ | *! |  | ** |

This suggests that what governs the appearance of $\phi$-boundaries in the data in (39) and (54) is a requirement that the $\phi$ must correspond to a morpho-syntactic constituent (cf. Hirst 1993; Hayes and Lahiri 1991a). Since [Anaményá nyumbá] is a VP, it can be a single $\phi$; and so can [Anaményá nyumbá ndi mwalá]. However, [ndi mwalá dzulo] is not a morpho-syntactic constituent, and could thus never be a $\phi$ in (54). However, as pointed out by Hubert Truckenbrodt (personal communication 2003), an alternative explanation would be that the adverbial is outside the VP, in which case (55a) satisfies Wrap, making it the winner.

While the above two issues concerned the adequacy of the Wrap-cumAlignXP algorithm, the third, somewhat hairy, issue concerns the identity of the prosodic constituents that align with the various levels of the morpho-syntactic structure. In a recent presentation, Selkirk (2003) proposes a default schema relating prosodic constituents to morpho-syntactic constituents, with reference to a similar proposal by Downing (1970). The $\iota$ aligns with the root sentence or matrix sentence, which excludes adverbial clauses and various preposed, postposed, and interposed constituents but includes object clauses as in They thought
he's gone. The next morpho-syntactic level down, the XP or maximal projection, provides the alignment for the major phrase in Selkirk's scheme, in which there is no $\phi$. In the framework adopted here, it is the $\phi$ that aligns with XP, as indeed in Selkirk (1978), Nespor and Vogel (1986), Hayes (1989), and Gussenhoven (1991a), which constituent has generally been taken to be the domain of 'stress shift', the rhythmically induced distribution of pitch accents. However, in Selkirk (2000), the major phrase appears to be equated with an intonationally defined domain, the Intermediate Phrase in Beckman and Pierrehumbert (1986). As a result, the more recent XP-based prosodic constituent has acquired a larger size than the earlier XP-based prosodic constituent, $\phi$, larger in fact than is warranted by the 'stress shift' data. Selkirk additionally assumes a minor phrase between the major phrase and the $\omega$, which aligns with branching constituents like compounds, and is equivalent to the Accentual Phrase ( $\alpha$ ) in Basque, Korean, and Japanese. However, it is too small to account for the 'stress shift' data. (On the issue of the number of prosodic constituents between the $\omega$ and the $v$, see also sections 14.5 and 15.8.)

Two levels of phrasing are relevant to the intonational prosody of English and French. First, $\phi \mathrm{s}$ account for the distribution of pitch accents, and align with XPs. Second, is account for the occurrence of $\mathrm{T}_{\iota}$, and in the default case align with the 'root sentence'. ${ }^{10}$ Accordingly, I split 'AlignXP' up into Align(XP, $\phi$ ), as in (56), and $\operatorname{Align}(S, \iota)$, as in (57), where $S$ can be equated with 'root sentence'.
(56) $\operatorname{Align}(\mathrm{XP}, \phi)$ : $\operatorname{Align}(\mathrm{XP}, \mathrm{Rt}, \phi, \mathrm{Rt})$, or align the right edge of every XP with the right edge of $\phi$
(57) $\operatorname{Align}(S, \iota): \quad \operatorname{Align}(S, R t, \iota, R t)$, or align the right edge of every $S$ with the right edge of $\iota$

The language descriptions in chapters 9-15 successfully treat the French $\phi$ and the English $\phi$ on the basis of the evidence from rhythmic redistributions of pitch accents, remaining within the set of assumptions outlined above. The treatment of the English $\iota$ avoids the problem of the potential occurrence of multiple prosodic breaks by considering the occurrence of a single prosodic break only.

### 8.6 Conclusion

In this chapter, the usual interpretation of tonal alignment, whereby location and association are combined in the same constraint, was rejected in favour of separate families of association constraints and alignment constraints. Various cases of unassociated tones having some edge-aligned target were cited in support of this decision. Also, it was argued that a tonal alignment constraint cannot only be violated by failing to be associated with the last mora (for an associated tone) or for failing to project a target near the edge concerned, but also for being separated from the edge by other tones. This interpretation is motivated by the existence of
competing orders for tones that are aligned with the same edge. Third, tones with targets on opposite edges formed the motivation for assuming that NoTarget can be violated by both left and right alignment, allowing a tone to satisfy opposite alignments. This configuration has generally been described as 'spreading', but since often this type of tone does not associate, no such notion in fact applies.

In the section on phrasing, three factors were identified that influence the higher levels of prosodic structure: the morpho-syntactic structure; the information structure; and phonological length. Selkirk's default mapping of morphosyntactic constituents on prosodic constituents was adopted, such that the $\phi$ aligns with the XP and the $\iota$ with the S . The difference between finer and coarser phrasings can be approached with the help of OO-faithfulness, as proposed by Truckenbrodt, which obviates the apparent need to rerank constraints during the evaluation of a larger constituent.

In chapters $9-15$, I have attempted to steer a middle course between ignoring the evidently beneficial effects of OT on our understanding of prosodic grammars, and burdening the language descriptions with theoretical discussion. As a result, while I have kept an OT model rather than a serial rule-based theory in mind throughout, some chapters are more OT-oriented than others. Tonal alignment and association figure prominently in the descriptions of Japanese, Swedish, and the Dutch Limburg dialects, while phrasing appears in an OT treatment in the case of French and English.

## Notes

1. See also Selkirk's (forthcoming) optimality-theoretic analysis of Bengali, which came to my attention as this book was going to press.
2. 'Alignment' has the OT sense of 'location in structure', not that of the phonetic timing of a tone's target. 'Alignment' is also widely used in intonation studies to refer to the timing of tonal targets with respect to the segments in the phonetic implementation of tones (Ladd 1996). See also section 7.3.1.
3. Nothing hinges on the assumption that tones never undergo metathesis. If, like segments, they may, Linearity is violable, and part of Gen rather than a universal.
4. The occurrence of identical tones on the same TBU is to be ruled out universally, and thus belongs to Gen. Clements and Keyser (1983) referred to this constraint, applied to features and segments generally, as the Twin Sister Convention.
5. Some segmental instances are rather to be explained as the articulatory difficulty of repeating the same gesture within some domain, like the syllable (Boersma 1998: chapter 18).
6. A development from a sequence of associated HL to a bitonal pitch accent $\mathrm{H}^{*} \mathrm{~L}$, in which $\mathrm{H}^{*}$ associates and L left-aligns with $\mathrm{H}^{*}$, would appear to have occurred in Yorúbà (Akinlabi and Liberman forthcoming).
7. In chapter 11, we will see that the dialects really differ in the sequencing of the tones, not in their preference for a particular tone contour.
8. An analogous treatment of edge effects in stress patterns is Kager (2002).
9. Earlier, I adopted Beckman's (1997) positional faithfulness constraints to achieve the same effect (Gussenhoven 2000b). It seems superfluous to make both faithfulness and markedness constraints context-sensitive. Positional markedness in this chapter in a sense began with $\mathrm{TBU} \leftarrow \mathrm{T}$.
10. Frequently, there is an $\iota$-boundary after the subject if this contains more than one word. I avoid the complication by considering only the VP, and by choosing pronominal subjects in the examples.

## 9

## Northern Bizkaian Basque

### 9.1 Introduction

Northern Bizkaian Basque and Tokyo Japanese are genetically unrelated, but their tonal phonologies are strikingly similar. Both languages have lexical tone, although no tone needs to be included in underlying representations if words can be marked for accent. The vocabulary is divided into accented and unaccented words and roots. Affixes may influence the accentuation of the resulting word, causing accents to be assigned or deleted. Compound formation will similarly impose various accent patterns. In Japanese, further deletions may occur postlexically at the phrasal level. Accents that survive in the surface representation will be provided with a pitch accent, which is $\mathrm{H}^{*} \mathrm{~L}$ in both languages. Intonational tones will complete the surface representation. The Japanese system played a crucial role in the development of the metrical-autosegmental model (Pierrehumbert and Beckman 1988) and greatly influenced the descriptions of Basque on which the account in this chapter is based.

The prosodic constituents of Basque and Japanese do not include the usual phonological word ( $\omega$ ) and phonological phrase ( $\phi$ ). Instead, descriptions refer to the Accentual Phrase ( $\alpha$ ) and the immediately dominating Intermediate Phrase (ip). The $\alpha$ is typically larger than the $\omega$ of many European languages. The ip is comparable to $\phi$ in size. Above the ip, there are the usual intonational phrase ( $\iota$ ) and the utterance $(v)$, though only one of these will be relevant in the account of each language.

This chapter describes a Basque dialect belonging to a group that is spoken within a band of approximately $10-15 \mathrm{~km}$ along the Bizkaian coast, in towns like Gernika, Ondarroa, Lekeitio, and Arteaga, further referred to as Northern Bizkaian Basque. The description is based on Elordieta $(1997,1998)$ and Hualde, Elordieta, Gaminde, and Smiljanić (2002). Only Gernika and Lekeitio will be dealt with. Elordieta, Gaminde, Hernáez, Salaberria, and Martín de Vidales
(1999) deal with Bermeo, while Elordieta (forthcoming) deals with the dialects of Gipuzkoan and High Navarrese, in addition to Lekeitio.

### 9.2 Lexical representations

Northern Bizkaian Basque is a tone language (by the definition in section 3.2), because the lexical representation of words may include a phonological feature, accent, which surfaces as tone. The lexicon is divided into 'unaccented' roots, like Lekeitio sagar 'apple', ama 'mother', itturri 'fountain', etxe 'house', the majority type; and 'accented' roots, like Lekeitio arbóla 'tree', léku 'place', mái 'table', béste 'other'. Accented roots are in the minority, but inflectional and derivational morphological processes will cause many words to be accented. In Gernika, as in most of the other dialects, accented suffixes assign accent to the syllable preceding them, i.e. they are pre-accenting. These include the ablative suffix -tik and the comitative/instrumental -gas as well as a number of plural suffixes, like -ak, -ata, -ara. Sometimes the plural form differs from the singular by accent alone. There are also unaccented suffixes, like allative -ra.

Regardless of the number of accents assigned in the morphology, only one occurs in a word's lexical representation made available to the intonational phonology (cf. section 4.3.1). On the basis of the location of the surface accent, two types of dialect are distinguished. In a minority variety, Lekeitio, this is always the penultimate syllable, while in the usual case, represented by Gernika, it is the leftmost of the accents introduced by the stem and the pre-accenting suffixes. In (1), these regularities are illustrated for the expressions 'from the apples', 'to the places', and 'to the place'. Basque orthography is retained, as it is phonologically fairly transparent. $j$ is [x], $t x$ is [ t 5$], t z$ is [ts], while $r r$ represents a single consonant in the syllable onset, which as a trill contrasts with the flap, spelled $r$.

| (1) | Lekeitio | Gernika |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | sagar- ${ }^{-}$eta- ${ }^{-}$tik $\rightarrow$ sagarretátik 'apple-plur-Ablative' | sagar- ${ }^{-}$ata- |  | sagárratatik |
|  | léku- ${ }^{{ff34a24ba-18c2-451f-82d7-62617f992b92} ata-ra & \(\rightarrow$ | lékuetara |  |  |
|  | léku-ra 'place-allative' $\rightarrow$ lekúra | léku-ra | $\rightarrow$ | lékura |

In addition to suffixes assigning accent, compound formation may be expressed accentually. In Lekeitio compounds, accent occurs on the penultimate syllable, regardless of the accentuation of the input forms, as in begigórri 'red-eyed', from begi 'eye', gorri 'red', both unaccented.

The lexical representations are sent on to the postlexical phonology. In Lekeitio, any such word-sized segmental structure is thus unaccented or accented on the penult. In Gernika, it is unaccented, or accented with the accent occurring on any one syllable except the last, and there are thus as many possible prosodic patterns for any segmental structure as the number of its syllables. In (2), two minimal pairs are shown, in Lekeitio (L) and Gernika (G). The accented words on the right will be provided with $\mathrm{H}^{*} \mathrm{~L}$ on the accented syllable. This is the lexical pitch accent, given in (3). ${ }^{1}$
(2) a. Iaguneri (G), lagunari (L) Iagúneri (G), lagunári (L)
'to the friend'
b. sagarrena (G,L)
'of the apple'
(3) Lexical pitch accent: $\mathrm{H}^{*} \mathrm{~L}$
'to the friends'
sagarréna (G,L)
'of the apples'

For the remainder of our discussion, we concentrate on the Lekeitio variety. The postlexical regularities are largely the same in the accentual dialects.

### 9.3 The Accentual Phrase

The constraint against more than one accent in the word is carried over postlexically to the $\alpha$ (4). Tonally, an $\alpha$ is characterized by an initial pitch rise, due to a sequence of LH-boundary tones (5); and a pitch fall, which in $\alpha$ s with a lexical pitch accent begins on the penultimate syllable, due to $\mathrm{H}^{*} \mathrm{~L}$. In the next subsection, we will see that a default phrasal pitch accent is assigned to the final syllable of the lexically unaccented $\alpha$. This pitch accent has the same shape as (3) and, apart from its different location, is phonetically indistinguishable from it. What is here called the default pitch accent is referred to as the 'derived pitch accent' in Jun and Elordieta (1997).
(4) An $\alpha$ may contain at most one pitch accent
(5) Accentual Phrase Boundary Tones: $\left.{ }_{\mathrm{L}_{\alpha}} \mathrm{H}_{\alpha}\right)_{\alpha}$

There are in principle two ways in which the constraint in (4) could be met, depending on whether the grammar allows the deletion of lexical accents. In Japanese, accents on words that, for rhythmic or structural reasons, get to occur in the same $\alpha$ are deleted (see chapter 10). However, if no deletions are permitted postlexically, as in Basque, it will be necessary to close off lexically accented words by an $\alpha$-boundary. Going from left to right, an unaccented word in Lekeitio will share an $\alpha$ with the next word, but an accented word will always align its right edge with the right edge of an $\alpha$. To illustrate, (6a) contains two unaccented words, and one $\alpha$. In (6b), an unaccented word in first position is included in the $\alpha$ to its right, but in (6c) and (6d), the accented first word triggers an $\alpha$ break,
regardless of whether the next word is accented, leading to two $\alpha \mathrm{s}$. Strings of unaccented words can therefore form quite long $\alpha \mathrm{s}$, and the frequent occurrence of long high-pitched stretches in utterances is a notable feature of the dialect. However, since Basque has no postlexical rules that merge accented $\alpha \mathrm{s}$, there will also be many utterances with sequences of pitch peaks: if all the words in a sentence are accented, there will be as many $\alpha$ s.
(6) a. (lagunen dirua) friend-GEN+SG money 'The friend's money'
b. (lagunen umíak) friend-GEN+SG children 'The friend's children'
c. (lagúnen) (dirua) friend-GEN+PL money 'The friends' money'
d. (lagúnen) (umíak) friend-GEN+PL children 'The friends' children'

### 9.3.1 Default $\mathbf{H}^{*} \mathbf{L}$

As briefly observed in the previous section, a default pitch accent is inserted on the last syllable of an $\alpha$ if it contains unaccented words only. There are two contexts in which this happens. The first, as may be expected, is the end of the utterance, while the second is the position before the finite verb.

A default $\mathrm{H}^{*} \mathrm{~L}$ on an $\alpha$-final syllable will therefore either coincide with the end of the sentence (if there is no following finite verb) or with the beginning of the finite verb. Example (7a) is a single NP, and (7b) illustrates the $\alpha$-boundary before the finite verb. In sentences which consist of lexically unaccented verbs only, the default $\mathrm{H}^{*} \mathrm{~L}$ will go to the first lexical verb, as shown in (7c).


### 9.3.2 Lexical accent in $\alpha$

Since no $\alpha$ will contain more than one accent, every accented word will be followed by an $\alpha$ boundary. As said above, in Lekeitio, an $\alpha$ ending in an accented word has the accent on the penultimate syllable, and will not have the default accent. The last $\mathrm{H}^{*} \mathrm{~L}$ occurring before the verb (if present), whether default or lexical in origin, is referred to as the nuclear accent, as in Elordieta (1997,


Fig. 9.1 Lexically unaccented $\alpha$ with default $\mathrm{H}^{*} \mathrm{~L}$ on the last syllable of dirua in Nire amen diruá galdu dot 'I have lost my mother's money' (panel a); and sequence of lexically accented $\alpha \mathrm{s}$ in Amáien lagúnen umien oiá 'The bed of the children of Amaia's friends' (panel b).
1998). The NP in (8), which contains three accented $\alpha$ s followed by a lexically unaccented one, is illustrated in panel (b) of figure 9.1.
(8) \{ ( Amaien ) ( Iagunen ) ( umien ) ( oia ) \}
$\mathrm{L}_{\alpha} \mathrm{H}_{\alpha} \mathrm{H}^{*} \mathrm{~L} \quad \mathrm{~L}_{\alpha} \mathrm{H}_{\alpha} \mathrm{H}^{*} \mathrm{~L} \quad \mathrm{~L}_{\alpha} \mathrm{H}_{\alpha} \mathrm{H}^{*} \mathrm{~L} \quad \mathrm{~L}_{\alpha} \mathrm{H}_{\alpha} \mathrm{H}^{*} \mathrm{~L}_{\iota}$ Amaia-GEN friends-GEN+PL child-GEN+PL bed-ABS 'The bed of the children of Amaia's friends'

Sequences of accented words, and hence $\alpha \mathrm{s}$, are never subject to rhythmic restructuring.

### 9.3.3 The pronunciation of $\mathrm{L}_{\alpha} \mathrm{H}_{\alpha}$

At the beginning of every $\alpha$, the boundary sequence $\mathrm{L}_{\alpha} \mathrm{H}_{\alpha}$ occurs. Typically, the target of $\mathrm{L}_{\alpha}$ occurs on the first syllable, while that of $\mathrm{H}_{\alpha}$ occurs on the second syllable. ${ }^{2}$ However, when the first syllable is occupied by $\mathrm{H}^{*}$, neither $\mathrm{L}_{\alpha}$ nor $\mathrm{H}_{\alpha}$ is realized, and when $\mathrm{H}^{*}$ occurs on the second syllable, only $\mathrm{L}_{\alpha}$ is realized. Thus, in (9a), the bitonal $\mathrm{L}_{\alpha} \mathrm{H}_{\alpha}$ cannot be realized; in (9b), only $\mathrm{L}_{\alpha}$ is.


The situation in Basque is parallel to that in Tokyo Japanese, for which Pierrehumbert and Beckman (1988) proposed association as in (10). Without argumentation, I will assume that boundary tones associate in Basque as well, as shown in (10). In section 10.6, an OT treatment is given of the moraic associations in Japanese.

b. ( bal tza )
c. ( la gu nari )

### 9.4 Unaccented $\alpha$ without default H*L

Lexically unaccented words may be closed off by an $\alpha$ boundary which does not coincide with the end of the sentence or the left edge of the finite verb: such $\alpha$ s do not receive a default $\mathrm{H}^{*} \mathrm{~L}$, and are thus unaccented on the surface. ${ }^{3}$ Topicalized constituents may form their own $\alpha$, like the unaccented NP Sure erriko alkatia 'The mayor of your town', which appears in a separate $\alpha$ in (11a) as an alternative to (11b), where it forms a single $\alpha$ with the lexically unaccented Iruñara. Possibly a difference in meaning may be felt to exist, with (11a) more so than (11b) suggesting something like 'As for the mayor of our town, he has arrived', but, as Elordieta (1998) points out, the phrasing choice is more likely to depend on the length of constituents. The creation of optional $\alpha$ boundaries appears to be motivated by length, and could fall inside an NP, causing the first $\alpha$ to coincide with a non-constituent NP fragment, as shown in (12).
(11) a .


Our town-gen mayor-Abs Iruña-AlLATIVE arrive aux
'The mayor of our town has arrived in Iruña'
b.

(12)

fisherman-GEN,SG friend-GEN,SG child-ABS,SG arrive AUX
'The fisherman's daughter's child has arrived'
At $\alpha$ boundaries in positions other than those in (7), a weak dip occurs, but clearly no $\mathrm{H}^{*} \mathrm{~L}$. Low pitch occurs on post-accentual syllables and on the first syllables after an accented $\alpha$, as in the three occurrences of een and the initial syllables $l a$-, $u$-, and $o$ - in (8) for instance. Their pitch is clearly lower than the weak dip separating an unaccented $\alpha$ from the next $\alpha$ (Jun and Elordieta 1997).

## On H spreading

Elordieta (1998) considers the high-level pitch in a case like (11b) to be due to the rightward spreading of the phrasal $\mathrm{H}_{\alpha}$ to all syllables before $\mathrm{H}^{*}$, rejecting an alternative view whereby the high-level stretch is due to interpolation between two high targets. His motivation for choosing this analysis is that unaccented $\alpha \mathrm{s}$ like those in (11a) and (12) have a high-level stretch, too. Spreading, however, represents a position we have learned to suspect since the work of Pierrehumbert and Beckman (1988). A third possible analysis would assume that the initial target of $\mathrm{H}_{\alpha}$ is maintained till the end of the $\alpha$ for lack of further instructions, there being no further tone in the $\alpha$. Interestingly, as we will see in the next chapter, in Japanese the distance between the equivalents of Basque $\mathrm{H}_{\alpha}$ and $\mathrm{L}_{\alpha}$ does in fact show a declining slope, which formed the basis of Pierrehumbert and Beckman's argument that in Japanese there is in fact no spreading of H (see section 11.8). This third option, that of a continued target of a non-associating $\mathrm{H}_{\alpha}$, supports a further position taken by Pierrehumbert and Beckman (1988), who hold that Japanese $\mathrm{H}_{\alpha}$ and $\mathrm{L}_{\alpha}$ occur in the same $\alpha$, as its initial and final boundary tone, respectively. If it is assumed that linear interpolations only take place between tones in the same $\alpha$, the difference between Basque and Japanese falls out without the need for spreading in either language. I will leave this question open, and treat Japanese $\mathrm{H}_{\alpha} \mathrm{L}_{\alpha}$ as a complex initial boundary tone, just as in Basque. Meanwhile, either Eldordieta's spreading analysis, depicted in (13), or an analysis with a continued target could be assumed.

'The fisherman's daughter's child has arrived'

### 9.5 The Intermediate Phrase

The relevant constituents above $\alpha$ are the Intermediate Phrase (ip) and the Intonational Phrase ( $\iota$ ). The $\iota$ comes with boundary tones that express intonational



Fig. 9.2 A long unaccented $\alpha$ in (Sure erriko alkatia lruñara) (alaga da) 'The mayor of our town has arrived in Iruña' (panel a, cf. (11b)) and the same sentence with an $\alpha$-break after alkatia (panel b, cf. (11a)).
meanings like declarative, interrogative, listing, etc. Instead of $\iota$, it could also be assumed that it is the $v$ which provides these boundary tones, rendering the $\iota$ superfluous in Basque, as it is in Japanese. (For these intonation contours, see Elordieta 1997, 1998.) A frequently occurring boundary tone is $\mathrm{L}_{l}$. There are three aspects of the ip that are discussed in this section. First, the ip is the domain of downstep. Second, the sentence-final finite verb will be argued to be appended to the preceding ip. Third, like $\phi$, the ip will be shown to be the prosodic constituent that typically reflects the syntactic phrase.

### 9.5.1 Downstep

Basque downsteps $\mathrm{H}^{*} \mathrm{~L}$ after $\mathrm{H}^{*} \mathrm{~L}$. An example was already given in (3.5) and panel (b) of figure 9.1, where there are four instances of $\mathrm{H}^{*}$, causing downstep to apply three times. In (14), downstep will occur on the second $\alpha$, which has a default $\mathrm{H}^{*} \mathrm{~L}$. As shown in (14), $\mathrm{L}_{i}$ is assumed to associate with a final syllable, if it is otherwise unoccupied. This final part of the contour is discussed in the next section.


Amaia-GEN child-GEN arrive AUX
'Amaia's child has arrived'
(15) BASQue Downstep (implementation) $\mathrm{H}^{*} \rightarrow$ ! $\mathrm{H}^{*} / \mathrm{H}^{*} \mathrm{~L}$ _-_-...]

An ip-boundary will interrupt the downstep, allowing the next $\mathrm{H}^{*}$ peak to be reset to fully high pitch. An unaccented $\alpha$, like the first $\alpha$ of (13), will never be downstepped, since it will never appear after an accented $\alpha$ within the same ip . Nor will it trigger downstep, as it is has no $\mathrm{H}^{*} \mathrm{~L}$.

### 9.5.2 Subordinated $\alpha$

The verbal group following the obligatory $\alpha$-boundary is pronounced with a drastically reduced pitch range, for which the term 'pitch subordination' could be used, after Crystal (1969: 244). It is clearly to be seen as a phonologization of final lowering (cf. section 6.4).

Elordieta's (1997, 1998, forthcoming) analysis leaves its prosodic phrasal structure undecided, but does observe that, although the phrasal and accentual tones are hard to hear, the tonal structure of the subordinated $\alpha$ remains intact. That is, if the finite verb or the auxiliary is lexically accented, there will be a $\mathrm{H}^{*} \mathrm{~L}$ pitch accent on the pre-final syllable of the $\alpha$, and if it is not, the $\mathrm{L}_{\alpha} \mathrm{H}_{\alpha}$ will provide a (very low) peak. Although no systematic measurements have been reported, subordinated $\alpha \mathrm{s}$ would appear to have a lower pitch range than downstepped $\alpha \mathrm{s}$ (Gorka Elordieta, personal communication, June 2001). If a non-initial finite verb following an NP systematically has a lower pitch range than a non-verbal downstepped constituent in sentence-final position, the question arises what the difference in representation is. At the postlexical level, no reference to syntactic categories like 'finite verb' should be possible.

There are at first sight two possibilities for this finite verb group, both of which will have to be rejected. First, if the finite verb is a separate ip, its representation would be indistinguishable from that of a non-verbal ip in sentence-final position. Downstep is bounded by the ip, and representation (16a) would thus incorrectly predict that sentence-final verbs have wide pitch range. Second, if the finite verb were included in the preceding ip, as in (16b), the prediction is that the amount of lowering is the same as that of a downstepped $\alpha$, which, as said, is untrue. A third possibility is to represent the pitch-subordinated constituent as an enclitic constituent, an $\alpha$ which is not contained in ip-structure, but attached immediately to the $\iota$, as shown in (16c).
$\left.\left.\left.\begin{array}{rlrl}\text { (16) } & \text { a. }\{[( & )] & {[( }\end{array}\right)\right]\right\}$

The cliticized $\alpha$ may or may not have an accent, since there is no default pitch accent. Because of the subordination, the lexical pitch accent only barely stands out. A minimal pair is given in $(17 a, b)$.
(17) a.


Amaia go-fUT AUX
‘Amaia will go’
b.


Amaia give Aux
'Amaia has given it'
In addition to accounting for the pitch subordination, the assumption that the finite verb cliticizes to the preceding ip has an important additional advantage. Instead of assuming that the domain for the assignment of the default pitch accent is the (unaccented) $\alpha$, we can assume it is the ip. First, this explains that in cases like (11a), where alkatia is neither pre-verbal nor sentence-final, no default $\mathrm{H}^{*} \mathrm{~L}$ is inserted. Second, it explains that in a finite verbal group, no default $\mathrm{H}^{*} \mathrm{~L}$ is inserted if an ip precedes, precisely the context in which it is not itself included in an ip, but that in other contexts, the default pitch accent does occur, as in (7c). It would appear, then, that it is the ip, not $\alpha \mathrm{s}$, that obligatorily right-align with a pitch accent.

### 9.6 The construction of ip

In addition to the requirement that $\mathrm{H}^{*} \mathrm{~L}$ should appear on the penultimate or final syllable of ip, ip-structure obeys the prosodic hierarchy: it cannot be smaller than $\alpha$. As we have seen, strings of unaccented words frequently form $\alpha$ s that include two or more XPs (e.g. (11b)), and since the ip ranks above $\alpha$, ips, too, may contain more than one XP. Ranking below these undominated phonological constraints, there is the morpho-syntactic constraint that the ip should align with the XP (18).

Thus, no ip-boundary will appear inside the NP, and an NP containing four $\alpha$ s will be a single ip. Accented $\alpha$ s representing two NPs may thus occur in separate ips. However, ip-formation is subject to one further phonological constraint which ranks above (18). This is InitialBranching, which requires that initial ips must not contain a single $\alpha$, as stated in (19).
(18) Align(XP,ip): Align XP with ip
(19) InitialBranching: The first ip in the utterance is branching

As a result, there are two ips in (20a), each containing an NP, the first of which branches. However, there is a single ip in (20b), since the first NP cannot form its own ip, due to (19). The ranking that achieves these phrasings is Align(ip, $\alpha$ ), InitialBranching $\gg \operatorname{Align}(X P, i p)$.
(20) a. \{ [( Amaien )( amumari )][( liburua )] (emon dotzo ) \}

Amaia-gen grandmother-DAT book-ABS give AuX
'(S)he has given the book to Amaia's grandmother'
b. $\{$ [(Amaiari)( amumen )( liburua )] (emon dotzo ) \}

Amaia-dat grandmother-gen book-abs give aux
'(S)he has given grandmother’s book to Amaia’

### 9.7 Basque focus

The function of the Northern Bizkaian Basque pitch accent is very different from that of phonologically equivalent pitch accents in West Germanic. A word is accented either because it is specified as accented in the lexical representation or, if it is unaccented in the lexical representation, because it ends up before the finite verb or is spoken in isolation. Looking at Basque from a West Germanic perspective, the expression of presentational focus seems seriously compromised by the fact that pitch accents are lexically distinctive. A treatment of Basque focus requires that a distinction is made between presentational focus and corrective focus.

### 9.7.1 Presentational focus

There is in fact no prosodic marking of presentational focus. A syntactic constraint restricts constituents with presentational focus to the last XP before the final verb phrase or the sentence end. This is the right edge of the rightmost ip, or equivalently the constituent with the nuclear $\mathrm{H}^{*} \mathrm{~L}$ pitch accent (whether lexical or phrasal). It could be expressed as in (21).
(21) Align(Foc, $\left.\mathrm{H}^{*}, \mathrm{Rt}\right) \quad$ Align the right edge of the XP containing the focus constituent with the nuclear $\mathrm{H}^{*} \mathrm{~L}$

Thus, a constituent like dirua 'the money' can be a focus in (22), because it appears before the finite verb, but Amáiak cannot: (22) cannot serve as answer
to 'Who has given you the money?' (Possible answers are Amáiak or Amáiak emon nau.)
(22) $\{$ [ ( Amáiak ) ( diruá ) ] (emon nau ) \}

Amaia the-money-Abs give Aux
'Amaia has given me the money/MONEY'
Even though subconstituents of the sentence-final or pre-verbal syntactic phrase may have narrow presentational focus, it is not possible to express the focus of such sub-XP focus constituents. In English, different prosodic structures can be used for I have seen the old woman from our town, depending on the presentational focus. Different pitch accent locations will be used depending on whether the sentence is an answer to 'Who have you seen?' (I've seen the OLD WOMan from our TOWN), 'Which woman from our town have you seen?' (I've seen the OLD woman from our town), 'Which old person from our town have you seen?' (I've seen the old WOMan from our town), or 'Which old woman have you seen? (I've seen the old woman from our TOWN). By contrast, the equivalent Lekeitio expression in (23a) serves as the answer to all of these. Since the entire NP is the phrase aligning with the nuclear pitch accent, (21) is satisfied. Similarly, the structure in (23b), in which the second $\alpha$ is downstepped, is not only a grammatical reply to 'What has she given you?' but also to 'What possession of Amaia's has (s)he given you?' and 'Whose money has (s)he given you?' In the latter interpretation, Amái-en is the presentational focus. This contrasts with the impossible focus interpretation of Amáiak in (22), where Amáiak does not occur in the last NP before the verb.

```
(23) a. { [ ( Sure erriko andra sarrá ) ] ( ikusi dot ) }
    your town-of woman old see Aux
    'I have seen the old woman from your town' (see text)
    b. {[ ( Amáien ) ( diruá )] (emon nau ) }
    Amaia-gen the-money-ABS give AUX
    '(S)he has given me AMAIA's MONEY/AMAIA's money/Amaia's MONEY'
```


### 9.7.2 Corrective focus

More liberal prosodic means are available for the expression of corrective focus. This is because Align(XP,ip) is dominated by a constraint which allows distinctions to be made within the XP. Corrective focus is signalled by the placement of an ip-boundary before the $\alpha$ containing the focus (cf. Pierrehumbert and Beckman 1988 and below, for a similar situation in Japanese). Because the ip is the domain of downstep, the effect is that the focus constituent will not be downstepped. That is, if the sentence in (23b) were to be an answer to 'I believe that she has given you Amaia's book', its prosodic form would be (24). Here, an ip-boundary occurs before dirua. As a result, the peak on the last syllable of dirua is not downstepped, and will be higher than that in (23b).
(24) \{ [ ( Amáien ) ] [ ( diruá ) ] ( emon nau ) \}
'(S)he has given me Amaia's MONEY' (i.e. not some other possession of Amaia's)

If the sentence in (23b) were to have corrective focus on Amáien, its prosodic structure would be as in (23b), but its phonetic realization would be different. This is because the downstepped accent peak on dirua would be strongly reduced, while at the same time the pitch range of the focused $\alpha$ Amaáien is expanded. Thus, constraint (25a) will determine the phonological representation, while (25b) will assist in the signalling of corrective focus by adjusting the pitch range. Figure 9.3 gives realizations of 'She has given me Amaia's money' with presentational focus (equivalent to neutral focus) in panel (a), and with corrective focus on Amáien in panel (b). Both of these contours have the structure (23b). Panel (c) gives the version with corrective focus on dirua, with the structure (24).

Basque Corrective Focus

| a. Align(CorFoc,ip,Left): | Align the left edge of the corrective <br> focus constituent with ip |
| :--- | :--- |
| b. Implementation: | Boost the pitch range of the $\alpha$ <br> containing the constituent with <br> corrective focus, and reduce the pitch <br> range of the following $\alpha$ |

The opportunities for expressing corrective focus are more limited than in a language like English. First, Align(Foc, H*,Rt) (21) remains in force, regardless of whether the focus is informational or corrective. Therefore, in (22), no corrective focus is possible for Amáiak, for instance. Second, it is limited by the fact that the focus constituent must coincide with an $\alpha$. The extra opportunity afforded by Basque Corrective Focus vis-à-vis presentational focus relies on the expansion of the pitch range of $\alpha$ s containing a corrective focus, causing a pre-final $\mathrm{H}^{*} \mathrm{~L}$ to stand out within the XP. This dependence on $\alpha$-structure prevents corrective focus from singling out a word in a multi-word $\alpha$, because it is either followed or preceded by another word in the same $\alpha$, and any pitch range expansion on the focused word would extend over the other word as well. Thus, in B's reply in (26), the pitch range of the $\alpha$ txakur baltza could be expanded, but not that for txakur alone (Hualde, Elordieta, Gaminde, and Smiljanić 2002), or indeed that for baltza alone. The reply in (26) is therefore three-way ambiguous. In addition to I saw the black DOG, it could mean I saw the BLACK dog or I saw the BLACK $D O G$. Likewise, it is not possible to single out any of the four words in the $\alpha$ Sure erriko andra sarra in (23a).
(26) A: \{ [ ( Katu baltzá ) ] (ikusi dozu ) \}
cat black see aux 'Did you see the black cat?
B: \{ [ ( Txakur baltzá ) ] (ikusi dot ) \}
I saw the black DOG!




Fig. 9.3 Speech waveforms and $\mathrm{F}_{0}$ tracks of Amáien diruá emon nau with neutral focus (panel a) and corrective focus on Amáien (panel b), both of which have the structure (23b), and corrective focus on diruá (panel c, cf. (24)).

### 9.8 Conclusion

Lekeitio Basque has accented and unaccented words, roots, and suffixes, producing lexical representations that are either unaccented or accented on the penultimate syllable. An $\alpha$ is generated for every accented word and for a lexically unaccented word in sentence-final position or in a position immediately before the verb, if that context exists. A lexically unaccented $\alpha$ receives a default $\mathrm{H}^{*} \mathrm{~L}$ on its final syllable, while a lexically accented $\alpha$ receives one on its penultimate syllable, the difference in the location of the pitch accent being the only difference
between these two types of $\alpha$. Unaccented $\alpha$ s in earlier positions may occur in longer sentences with unaccented words, but these do not receive the default pitch accent. They can be recognized by the shallow pitch dip due to initial $\mathrm{L}_{\alpha} \mathrm{H}_{\alpha}$ with which every $\alpha$ begins.

Downstep affects every post-accentual $\mathrm{H}^{*}$ within the ip. A finite verbal group is not included in ip structure if an ip precedes, and is included as a cliticized $\alpha$ in the $\iota$. It is realized with a subordinated pitch range, which amounts to a more extreme lowering than downstep. Since such cliticized $\alpha$ s do not receive a default pitch accent, the assumption could be made that the ip is the domain of default pitch accent assignment.

Additional features of this prosodic system can be listed as follows.

1. The first ip of the sentence must contain two $\alpha$ s if these are available. This constraint, Initial Branching, a version of Selkirk's (2000) BinMap, outranks Align(XP,ip). As a result, ips may be produced that contain more than one XP.
2. Presentational focus is not prosodically marked, but expressed solely through the location of the XP containing the focus in syntactic structure.
3. Corrective focus obeys the same constraint, but additionally is marked by means of a left ip-boundary, which overrides Initial Branching. There is thus a formal distinction between presentational focus and corrective focus.

A consideration of the behaviour of more Lekeitio speakers has revealed some variation in the way narrow presentational focus is expressed, see Elordieta (forthcoming).

## Notes

1. The pitch accent for Bermeo was analysed as $\mathrm{H}^{*}$ by Elordieta, Gaminde, Hernáez, Salaberria, and Martín de Vidales (1999), but should be reanalysed as $\mathrm{H}^{*}+\mathrm{L}$, according to Gorka Elordieta (personal communication, 2000).
2. Depending on the number of syllables before the syllable with $\mathrm{H}^{*}$, the high target may only be reached in the third syllable. This rightward displacement as a function of the available time is found in many situations, as in that of English $\mathrm{H}^{*}$, whose location depends on the available space before the phrase end (Pierrehumbert and Steele 1989).
3. I use the term 'unaccented $\alpha$ ' in the sense of ' $\alpha$ with no surface pitch accent'. An accented $\alpha$ thus either contains a lexically accented word or one or more lexically unaccented words with a default accent on the last.

## 10

## Tokyo Japanese

### 10.1 Introduction

Japanese is the classic example of what is often called a 'pitch-accent language', and regularly figures in discussions of the typology of tone and accent. Like Northern Bizkaian Basque, Tokyo Japanese has accented and unaccented words, and has an $\alpha$ that can contain at most one accent. Such $\alpha$ s may well contain more than one accented morpheme, but only one of these survives on the surface. In terms of the discussion in chapter 3, Northern Bizkaian Basque and Tokyo Japanese are tone languages, with lexically distinctive accent.

The discussion of Japanese prosodic structure in this chapter follows a path from small to large. We begin in section 10.2 at the level of the word and move on to the $\alpha$ in section 10.3 . Section 10.4 deals with the tonal structure of utterances with one $\alpha$, and section 10.5 with the phonetic implementation of the tones, some of which may fall victim to truncation. The tonal structures in the one- $\alpha$ utterance are summarized in section 10.6 in an OT analysis of tonal associations in short words, when often not all tones can associate. Then, as we move on to utterances with two $\alpha$ s in section 10.7, I present the two classic arguments that Pierrehumbert and Beckman (1988) gave for the phonetic underspecification of tone: the argument in favour of interpolation over spreading and that for the moraic association of boundary tones, respectively. The Intermediate Phrase (ip) is discussed in section 10.8, where Japanese downstep is described and the data are presented that were used by Pierrehumbert and Beckman to show that Japanese downstep is cumulative. In the present description, the largest constituent to be considered, the $v$, ends in either $\mathrm{L}_{v}$, for declarative intonation, or $\mathrm{H}_{v}$, for interrogative intonation. In section 10.9 , I will argue that unlike what appears to be the case for the speakers in Pierrehumbert and Beckman (1988), there is no $\mathrm{L}_{v} \mathrm{H}_{v}$ boundary sequence in questions. Also in deviation from that description, I will argue that trailing L of the pitch accent $\mathrm{H}^{*} \mathrm{~L}$ is deleted whenever it cannot associate. Section 10.10 describes the way Japanese expresses focus. It will be
seen that Japanese can make finer distinctions that can Basque, but that it does not match the fine-grained focus expression that is possible in English, where subconstituents of the morphological word can be marked for focus, as in I'm ANTI-Europe. A final section compares the description with that of Lekeitio Basque in the previous chapter. The description is based on Pierrehumbert and Beckman (1988), the seminal publication that inspired the description of Lekeitio Basque by Elordieta, but is also indebted to Poser (1984), Haraguchi (1991), and Kubozono (1993). The conclusions about the phonology of question intonation and deleted tones are my own.

### 10.2 Lexical accent

Of the two Basque dialects discussed in the previous chapter, Japanese is more like the Gernika variety: underlyingly, there are accented and unaccented stems (words), and accented words have an accent on one of their syllables. If the accent survives, it will have the pitch accent $\mathrm{H}^{*} \mathrm{~L}$. The proportion of accented words is just over 50 per cent, but there are large differences between morphological classes. Loanwords are more likely to be accented, while verbs are either unaccented or accented on the final syllable. In addition, there are general preferences for certain locations; for instance, accents before the antepenult are less common. There are many morphological processes assigning or deleting accents. Minimal pairs are common; triplets exist, but are rare. In (1) some illustrations are given. ${ }^{1}$

| (1) a. hi | hí |  |
| :--- | :--- | :--- |
| 'sun, day' | 'spark, fire' |  |
| b. san | sán |  |
| 'three' | 'crosspiece' |  |
| c. denki | dénki |  |
|  | 'biography' | 'electricity' |

### 10.3 The $\alpha$

The Japanese $\alpha$ consists of at least one morphological word, usually with various cliticizing morphemes. Some types of compounds (2a) and Western-style given name-surname combinations (2b) (i.e. not those in the Japanese order surnamegiven name) also form single $\alpha$ s. An NP consisting of a noun modified by a preceding noun with the genitive/partitive suffix no is frequently a single $\alpha$, but adjectives, which precede the noun, typically form their own $\alpha$. Thus, (2c,d) are homophonous (Kubozono 1993: 98). All this is true regardless of whether the
constituents concerned are lexically accented. In this respect, Japanese differs from Northern Bizkaian Basque, where $\alpha$-formation is sensitive to the presence of an accented word.
(2) a. (eda-ha) $)_{\alpha}$ branch-leaf 'branches and leaves'
b. (Kaoru Matumoto) ${ }_{\alpha} \quad$ cf. (Matumoto) $)_{\alpha}(\text { Kaoru })_{\alpha}$
c. (siró-i) $)_{\alpha}(\text { umá-no kubiwa })_{\alpha}=[[s i r o ́-i ~ u m a ́-n o] ~ k u b i w a] ~$ white-INFL horse-gen collar 'the collar of the white horse'
d. $(\text { siró-i })_{\alpha}(\text { umá-no kubiwa })_{\alpha}=[[$ siró-i] umá-no kubiwa $]$ 'The white collar of the horse'

Perhaps more so than in Basque, $\alpha$-structure is dependent on factors like speed of utterance, frequency of use, and style. Moreover, in evident obeyance to Selkirk's BinMAP, there is a preference for structuring combinations of four words into two groups of two, regardless of the morphological structure. Thus, [[[toonan ázia] syókoku] rengoo] (south-east Asia nation union 'The Association of Southeast Asian nations') will typically be pronounced (toonan ázia) ${ }_{\alpha}$ (syókoku rengooh) ${ }_{\alpha}$ (Kubozono 1993).

As said, $\alpha$ has at most one accent: if more than one accented morpheme occurs in the same $\alpha$, the leftmost survives (cf. the Gernika Basque pattern illustrated in (1) in chapter 9).

### 10.4 The tonal structure of Utterances with one $\alpha$

Every $\alpha$ begins with LH, and the expected representation is therefore as in (3a). However, Pierrehumbert, and Beckman (1988) analyse the tonal structure of $\alpha$ as in (3b), where the two tones span the constituent rather than beginning it. In the Pierrehumbert-Beckman analysis, the final $\mathrm{L}_{\alpha}$ is realized in the next $\alpha$, so that an $\alpha$-initial rise will result. The first $\alpha$ of the $v$ will have to have an initial $\mathrm{L}_{v}$. This implication is shown in (3c). I will present their argument for this decision in section 10.8 , where I will point to a further fact that may support their decision. Nevertheless, in this chapter $\alpha$-initial rises are analysed as $\mathrm{L}_{\alpha} \mathrm{H}_{\alpha}$, which makes for a more transparent description, and facilitates the optimality-theoretic analysis in section 10.6. This interpretation is given in (4).

| (3) a. ( | ( | b. ( | ) | c. $\left\{\begin{array}{llll}( & )( & )\end{array}\right\}$ |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\mathrm{L}_{\alpha} \mathrm{H}_{\alpha}$ | $\mathrm{H}_{\alpha}$ | $\mathrm{L}_{\alpha}$ | $\mathrm{L}_{v} \mathrm{H}_{\alpha}$ | $\mathrm{L}_{\alpha} \mathrm{H}_{\alpha}$ | $\mathrm{L}_{\alpha}$ |

(4) $\left\{\begin{array}{lll}( & )( & ) \\ \mathrm{L}_{\alpha} \mathrm{H}_{\alpha} & \mathrm{L}_{\alpha} \mathrm{H}_{\alpha} & \mathrm{L}_{v}\end{array}\right.$

The pitch accent is a sharp fall, represented by $\mathrm{H}^{*} \mathrm{~L}$. The association of tones in the $\alpha$ is in part governed by the sonorant mora. Syllable rhymes are monomoraic if they consist of a short vowel (cf. (5a)). Bimoraic rhymes have a long vowel, a diphthong, or a short vowel plus coda consonant (cf. (5b)). The Japanese coda may contain a nasal or the first half of a geminate. Geminates in native words are voiceless stops, which are non-sonorant (e.g. /hetto/ 'fat'), and thus do not count for TBUs. Examples of syllables with two TBUs are given in (5b).
(5) a. Syllables containing one TBU: ítu, kakeró, hasi
b. Syllables containing two TBUs: sán, sankai, tookyoo

The $\mathrm{H}^{*}$ associates with the first mora of the accented syllable, and its target is fairly precisely timed. ${ }^{2}$ The trailing L occurs one mora later. For lack of clear evidence for a moraic association, Pierrehumbert and Beckman (1988) assume that the L does not associate with the following mora, but that its target is timed to occur a fixed distance from the target of $\mathrm{H}^{*}$. In the context of the OT account given in section 10.6, it is in fact simpler to assume association of trailing L. An argument vindicating this decision will be presented in section 10.9.

As in Lekeitio Basque, the realization of the $\mathrm{L}_{\alpha} \mathrm{H}_{\alpha}$ sequence depends on the availability of initial TBUs. In unaccented monomoraic utterances, $\mathrm{H}_{\alpha}$ is realized on the only mora, as in (6a); otherwise, $\mathrm{H}_{\alpha}$ associates with the second mora, as in (6b) and (7c). However, in accented $\alpha \mathrm{s}, \mathrm{H}^{*}$ preempts the association of $\mathrm{H}_{\alpha}$, as shown in (7a) and (7b). The $\mathrm{L}_{\alpha}$ will associate with the first mora if free: it is not free when the word is monosyllabic (cf. (6a)) or accented (cf. (7a)). So if the first syllable is accented, as in (7a), $\mathrm{H}^{*}$ pre-empts the association of either $\mathrm{L}_{\alpha}$ or $\mathrm{H}_{\alpha}$. When the second syllable is accented and the first is monomoraic, the initial free mora is occupied by $\mathrm{L}_{\alpha}$. The $\mathrm{H}_{\alpha}$, squeezed between tones that are associated with adjacent moras, is deleted (or at least has no phonetic effect). In (7b), it has been removed from the representation, as it will from now on in the same circumstances. I will assume a high-ranking constraint * T , interpreted as deleting non-peripheral floating tones (see (34) in section 8.4). Association of trailing L will take place whenever there is a mora available after the mora with $\mathrm{H}^{*}$, as in (7b).


While the above tone associations are reminiscent of Basque, although spelled out in more detail, the treatment of $\alpha$-initial unaccented syllables with two TBUs, as in (8a), is new, since Basque has no long vowels. Most speakers have level pitch or a very slight rise from mid to high, such syllables sounding high-pitched either way (Pierrehumbert and Beckman 1988; Poser 1984). Pierrehumbert and Beckman appear to attribute the absence of a clear pitch rise on the first syllable (which would be expected if $\mathrm{L}_{\alpha}$ associated to the first mora and $\mathrm{H}_{\alpha}$ to the second) to the phonetic implementation, but I will assume it is due to the association of
$\mathrm{H}_{\alpha}$ to the first mora. One argument for a representational account can perhaps be found in the fact that some speakers $d o$ have a rise from low to high (Vance 1987: 80), a dialectal difference which thus corresponds to a representational difference in the present account. In (8a), from the 'high level' dialect, association of $\mathrm{H}_{\alpha}$ to the first mora prevents $\mathrm{L}_{\alpha}$ from obtaining a secondary association. In (8b), the dialect with monosyllabic rises, both $\mathrm{H}_{\alpha}$ and $\mathrm{L}_{\alpha}$ associate to the first syllable.


### 10.5 Phonetic implementation of a one- $\alpha$ Utterance

This section looks at the tonal structure of single $\alpha$ s at the level of the Utterance, i.e. one-word Utterances. The initial $\mathrm{L}_{\alpha}$, final $\mathrm{L}_{v}$, and the fate of $v$-final accent are discussed in separate sections.

### 10.5.1 Initial $\mathrm{L}_{\alpha}$

An initial $L_{\alpha}$ which can associate with the first mora will be pronounced fully low. However, $\mathrm{L}_{\alpha}$ cannot associate when the first mora has an H -tone, as in (6a), (7a), and (8a). In these cases, a weak rise is sometimes detectable in the onset consonant or the initial part of the vowel. Pierrehumbert and Beckman (1988) assume that $\mathrm{L}_{\alpha}$ is in fact always present, and that the difference between the two allophones of $\mathrm{L}_{\alpha}$ is to be explained by a difference in association. The low-pitched realization of $\mathrm{L}_{\alpha}$ (the 'strong allophone') is due to its association with the free first mora, while the pronunciation as mid pitch (the 'weak allophone') is due to the absence of a moraic association. The idea is that the phonetic implementation will take greater care in producing a low target for a boundary tone with moraic association than for one without. In section 10.7, which deals with sequences of $\alpha \mathrm{s}$, clearer evidence for the two allophones from Pierrehumbert and Beckman (1988) will be presented. The term 'secondary association' for a boundary tone that is associated with a TBU, like $\mathrm{L}_{\alpha}$ in (6b,c), (7b,c), and (8b), implies that the tone's 'primary association' is with the prosodic constituent, shown graphically in chapter 7, (1). Secondary association is here shown as association to a TBU only (cf. section 7.3.3); recall that in section 8.3.4, it was explained that this 'primary association' is (OT) edge-alignment in our terms.

### 10.5.2 $\mathrm{L}_{v}$

In an unaccented word like (6c), the distance between $\mathrm{H}_{\alpha}$ and $\mathrm{L}_{v}$ is interpolated as a weakly falling slope which ends at middish pitch. This contour is clearly
different from that in a word like /omáwarisan/ 'policeman', which has sharply falling pitch after $/ \mathrm{ma} /$, followed by fully low pitch. Depending on the length of the unaccented word, the auditory impression is that of a middish plateau or a suspended fall. Earlier descriptions represented this contour by means of the rightward spreading of $\mathrm{H}_{\alpha}$ (e.g. Poser 1984). While the assumption of an H -tone late in the unaccented $\alpha$ may seem appropriate because of the contrast with the fully low pitch that occurs after an accented syllable, it seems inappropriate to the extent that in longer unaccented $\alpha$ s the pitch continues to fall. In fact, one of the main results of Pierrehumbert and Beckman (1988) was that the analysis with a spreading H is incorrect. I return to this point in section 10.7.

A further question concerns the moraic association of $L_{v}$. The fact that its phonetic realization tends to be less than fully low could be seen as an argument that it does not associate to a sonorant mora, and always has a 'weak allophone'. The fully low pitch after the pitch accent is then due to the target of the trailing L , after which unassociated $\mathrm{L}_{v}$ would be low, too. Since in this latter context, $\mathrm{L}_{v}$ has low pitch regardless of whether there is a free mora after the accent, there is no way in which we can make the association of $L_{v}$ accountable for its realization. Again, in the context of the OT description below, it is simplest to assume that tones associate when they can. The not-fully low realization of $\mathrm{L}_{v}$ after $\mathrm{H}_{\alpha}$, then, is to be attributed to its tonal context, not to a lack of an association.

### 10.5.3 The $\alpha$-final accent

Tokyo Japanese is generally described as having high pitch on final accented syllables with one mora, as in /hí/ 'fire', /hasíl 'bridge', /kakeró/ 'breakoff+imp', without any fall. In this variety, neither trailing $L$ nor $L_{v}$ (assuming declarative intonation) are realized. However, our speaker has a pitch fall to mid in such utterance-final syllables, as can be seen in figure 10.1, in the second contours in panels (a), (b), and (c). By contrast, word-internally, a monomoraic accented syllable is followed by fully low pitch in the next syllable, as in /kokóro/. Both words of the type /kakeró/ and /kokóro/ differ from unaccented /kakera/, which has a weak fall stretching across the last two syllables (see figure 10.1, panel (a)). Final bimoraic accented syllables are pronounced as a complete fall to low within the syllable, since the L will be realized on the second mora. This realization is no different from that in other positions in the word.

It will be clear that, when pronounced in isolation, a word like /hási/, with its high first syllable and low second syllable, will be audibly different from both unaccented /hasi/ and accented /hasí/. However, the latter two both have low pitch in the first syllable and higher pitch in the second. In the analysis by Pierrehumbert and Beckman (1988), /hasi/ and /hasí/ have different surface representations, however: the high pitch on the second syllable of /hasí/ is due to the accent $\mathrm{H}^{*}$, while that in /hasi/ is due to $\mathrm{H}_{\alpha}(\mathrm{cf} .(6 \mathrm{~b})$ ). A reasonable prediction therefore is that they are phonetically different. In fact, $\mathrm{H}^{*}$ has higher pitch than $\mathrm{H}_{\alpha}$, when measured in equivalent positions, and this difference keeps final


Fig. 10.1 Speech waveforms and $\mathrm{F}_{0}$ tracks of three-syllabled words with no accent (/kakera/ 'fragment'), final accent (/kakeró/ 'break off-IMP'), and penultimate accent (/kokóro/ 'heart') (panel a); bisyllabic words with no accent (/hasi/ 'edge'), final accent (/hasíl 'bridge'), and penultimate accent (/hási/ 'chopsticks') (panel b); and monosyllabic words with no accent (/hi/ ‘sun’) and with accent (/hí/ 'fire') (panel c).
accent auditorily distinct from unaccented syllables with $\mathrm{H}_{\alpha}$. Figure 10.1 shows pronunciations of these three words in panel (b). By the same reasoning, /hi/ contrasts with /hí/ in having not fully high pitch, as illustrated in panel (c).

### 10.5.4 Loss of $v$-final accent

The above description applies to one variety of Tokyo Japanese. Apparently, in the speech of many speakers, $v$-final accent is deleted in monomoraic syllables of monosyllabic $\alpha \mathrm{s}$ or bimoraic disyllabic $\alpha \mathrm{s}$, causing /hasi/ 'edge' and /hasí/ 'bridge' as well as /hi/ 'sun' and /hí/ 'fire' to be homophonous in that context (Abe 1980; Poser 1984; Haraguchi 1991). The neutralization does not take place when more than two moras are available in the $\alpha$. A comparison of ( $9 \mathrm{a}, \mathrm{b}$ ), given with representations and contours as in the non-neutralizing dialect, ${ }^{3}$ with (10a,b) makes it clear that a final third mora will show the lower pitch due to $\mathrm{L}_{\alpha}$ in the unaccented $\alpha$, as shown in (10a), which is generally distinct from the high pitch of $\mathrm{H}^{*}$, as in (10b) (Warner 1997). This is also true if the first syllable of a disyllable is bimoraic, since $\mathrm{H}_{\alpha}$ will then also associate in the first syllable, leaving the final syllable for $\mathrm{L}_{v}$ in the unaccented case.


The neutralizing dialect can presumably be handled by a deletion of any $\mathrm{H}^{*} \mathrm{~L}$ with an unassociated $\mathrm{H}_{\alpha}$ to its left and unassociated $\mathrm{L}_{v}$ to its right (cf. Pierrehumbert and Beckman 1988: 134). In turn, this predicts that if the context is not $v$-final, no neutralization takes place. In section 10.8 , it will be seen that accented, but not unaccented $\alpha$ s cause downstep within the ip, so that $\alpha$-final monomoraic syllables may reveal their accent in the reducing effect they have on the pitch span of the next $\alpha$. Across ips, an $\mathrm{F}_{0}$ difference between accented and unaccented words may be maintained, but I am not aware that this question has been investigated.

Of course, in all varieties the difference between words like /hasi/ and /hasí/ will show up when a suffix like /ga/ (expressing subject focus) is added: the L-tone of $\mathrm{H}^{*} \mathrm{~L}$ will readily be revealed in the third syllable of /hasí-ga/, which is distinct from /hasi-ga/, with its not-fully high /si/ and not-fully low /ga/. Before moving on to expressions containing more than one $\alpha$, an OT analysis is offered of the tonal associations in the $\alpha$.

### 10.6 An OT analysis of the tonal structure

This section presents an OT account of the tonal alignments and associations in the one- $\alpha$ Utterance. A number of constraints are undominated. First, the alignment constraints that tell us which edge of which constituent each tone is aligned will trivially rank above constraints that align the same tones in different locations. The effect of satisfying these constraints, given in (11), is that $\mathrm{L}_{\alpha} \mathrm{H}_{\alpha}$ are aligned at the beginning of the (first) $\alpha, \mathrm{L}_{v}$ is aligned at the end, and $\mathrm{H}^{*}$ is aligned with the accented syllable. These constraints will only play a role in section 10.6.1, and they will not be included in the earlier tableaux.
(11) a. $\operatorname{Align}\left(\mathrm{L}_{\alpha}\right.$, Left): Align $\mathrm{L}_{\alpha}$ left in the $\alpha$
b. Align $\left(\mathrm{L}_{v}\right.$, Right $)$ : Align $\mathrm{L}_{v}$ right in the $v$
c. Align( $\mathrm{H}^{*}$, Lex): Align $\mathrm{H}^{*}$ with the accented syllable

Four constraints collaborate to create well-formed Japanese associations. First, Concatenate left-aligns trailing L with the right edge of $\mathrm{H}^{*}$ and $\mathrm{H}_{\alpha}$ with the right edge of $\mathrm{L}_{\alpha}$, and thus requires that there be no other tones or empty TBUs
between the tones of the pitch accent $\mathrm{H}^{*} \mathrm{~L}$ and the initial boundary sequence $\mathrm{L}_{\alpha} \mathrm{H}_{\alpha}$ (cf. section 8.3.4). Second, NoContour and NoSpread together ensure that associations are one-to-one. Third, there is $\mathrm{TBU} \leftarrow \mathrm{T}$, which ranks below NoSpread and therefore bans any unassociated tone where an empty TBU is available. These constraints will be summarized as Highranking.

There are two things to account for. One is the outcome of the competition among the tones when there are fewer TBUs than tones. As could be seen in (6) and (7), tones frequently fail to associate, because other tones occupy a mora they might otherwise have been entitled to. The second aspect is the high-pitched initial syllable of words beginning with unaccented long vowels, shown in (8). Moraic association of boundary tones in Japanese is described as the tone's satisfaction of $\mathrm{T} \rightarrow \mathrm{TBU}$, where the TBU is the sonorant mora. The competition between different tones for the same TBU can be taken care of by making $\mathrm{T} \rightarrow \mathrm{TBU}$ sensitive to the morphological or phonological status of the tone. For instance, the association of $\mathrm{H}_{\alpha}$ appears to be preferred over that of $\mathrm{L}_{\alpha}$ if there is only one mora, as shown by (6a). This means that $\mathrm{H}_{\alpha} \rightarrow \mathrm{TBU} \gg \mathrm{L}_{\alpha} \rightarrow \mathrm{TBU}$, causing candidate (a) for /hi/ in tableau (12) to be preferred to candidate (b). Candidate (c) violates NoCrowd, subsumed under Highranking. Turning to the treatment of /hí/ (7a) in the same tableau, it is clear that $\mathrm{H}^{*} \rightarrow \mathrm{TBU} \gg \mathrm{H}_{\alpha} \rightarrow$ TBU, making its candidate (a) better than (b). The fact that $\mathrm{H}^{*}$ is associated in preference to L , as in candidate (c), means that $\mathrm{H}^{*} \rightarrow \mathrm{TBU} \gg \mathrm{L} \rightarrow \mathrm{TBU}$, which is in effect the OT analysis of the star in the tonal notation.

| hi $\mathrm{L}_{\alpha} \mathrm{H}_{\alpha} \mathrm{L}_{v}$ |  | $\begin{align*} & \text { T }  \tag{12}\\ & \stackrel{\rightharpoonup}{*} \\ & \underset{\text { w }}{2} \end{align*}$ | $\begin{aligned} & \stackrel{\rightharpoonup}{\downarrow} \\ & \frac{1}{\square} \\ & \hline \end{aligned}$ |  | c |  | $\begin{aligned} & \text { ᄃ } \\ & \stackrel{1}{2} \\ & \text { 号 } \\ & \hline \hline \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | * |  | * |
| $\text { b. }\left\{\begin{aligned} \text { ( hi ) } \\ \mid \\ \mathrm{L}_{\alpha} \mathrm{H}_{\alpha} \mathrm{L}_{v} \end{aligned}\right.$ |  |  |  | *! |  |  | * |
| $\text { c. }\left\{\begin{array}{c} (\mathrm{hi}) \\ \mathrm{L}_{\alpha} \hat{\mathrm{H}}_{\alpha} \mathrm{L}_{v} \end{array}\right\}$ | *! |  |  |  | * |  |  |
| hí $\mathrm{L}_{\alpha} \mathrm{H}_{\alpha} \mathrm{H}^{*} \mathrm{~L}^{\prime}$ |  |  |  |  |  |  |  |
|  |  |  | * | * | * |  | * |
| $\begin{aligned} \text { b. }\left\{\begin{array}{c} \text { hi }) \end{array}\right\} \\ \mathrm{L}_{\alpha} \mathrm{H}_{\alpha} \mathrm{H}^{*} \mathrm{LL}_{v} \end{aligned}$ |  | *! | * |  | * |  | * |
| $\text { c. }\left\{\begin{array}{cc} ( & \mathrm{hi}) \\ & \mathrm{L}_{\alpha} \mathrm{H}_{\alpha} \mathrm{H} * \mathrm{~L} \mathrm{~L}_{v} \end{array}\right.$ |  | *! |  | * | * |  | * |

Next, in /hasi/ (7b), $\mathrm{L}_{\alpha}$ and $\mathrm{H}_{\alpha}$ associate to the two available syllables, rather than $\mathrm{H}_{\alpha}$ and $\mathrm{L}_{v}$. This means that $\mathrm{L}_{\alpha} \rightarrow \mathrm{TBU} \gg \mathrm{L}_{v} \rightarrow \mathrm{TBU}$, so that candidate (a) for this form can be preferred over (b), as shown in tableau (13). The selection of the correct representation of /hási/ in the same tableau follows from the ranking $\mathrm{L}_{\alpha} \rightarrow \mathrm{TBU} \gg \mathrm{L}_{v} \rightarrow \mathrm{TBU}$, which is why (b) is ill-formed, while (c) is ill-formed due to the ranking $\mathrm{H}^{*} \rightarrow \mathrm{TBU} \gg \mathrm{H}_{\alpha} \rightarrow \mathrm{TBU}$, already seen in tableau (12). Tableau (13) also deals with /hasí/, in which $\mathrm{H}^{*}$ associates with the final syllable, and association of $\mathrm{L}_{\alpha}$ is preferred to that of $\mathrm{H}_{\alpha}$, as in candidate (a). Since we have just concluded on the basis of $/ \mathrm{hi} /(6 \mathrm{a})$ that $\mathrm{H}_{\alpha}$ is associated in preference to $\mathrm{L}_{\alpha}$, the failure of $\mathrm{H}_{\alpha}$ to associate in this form must have a different explanation. It is assumed that this is due to OCP (see section 8.3.1), which militates against a sequence of like tones on adjacent moras. This means that OCP outranks $\mathrm{H}_{\alpha} \rightarrow$ TBU, making candidate (a) better than (b). As said in section 10.4, a non-crucial assumption is that * $(T)$ outranks MAx-IO(T) so that $\mathrm{H}_{\alpha}$ is deleted.

| hasi $\mathrm{L}_{\alpha} \mathrm{H}_{\alpha} \quad \mathrm{L}_{v}$ |  | $\begin{align*} & \frac{\mathrm{I}}{*}  \tag{13}\\ & \stackrel{\downarrow}{\text { d }} \\ & \underset{\mathrm{w}}{ } \end{align*}$ |  | $\begin{aligned} & \circ \\ & \hline 0 \end{aligned}$ | $\begin{aligned} & \text { I } \\ & \downarrow \\ & \text { - } \\ & \text { ㅁ } \end{aligned}$ | $\begin{aligned} & \stackrel{\Gamma}{\downarrow} \\ & \downarrow \\ & \text { ㅁ } \\ & \text { ( } \end{aligned}$ | $\begin{aligned} & \stackrel{ᄃ}{c} \\ & \downarrow \\ & \underset{\sim}{\square} \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  | * |
| $\text { b. }\left\{\begin{array}{c} (\text { ha si })\} \\ \mathrm{L}_{\alpha} \mathrm{H}_{\alpha} \mathrm{L}_{v} \end{array}\right.$ |  |  |  |  |  | *! |  |
| hási $\mathrm{L}_{\alpha} \mathrm{H}_{\alpha} \mathrm{H}^{*} \mathrm{~L}_{v}$ |  |  |  |  |  |  |  |
|  |  |  |  |  | * | * | * |
| b. $\left\{\begin{array}{lll}\text { ( } & \text { ha } & \text { si }) \\ & & \mid \\ \mathrm{L}_{\alpha} \mathrm{H}_{\alpha} & \mathrm{H}^{*} \mathrm{LL}_{v}\end{array}\right\}$ |  |  | *! |  | * | * |  |
|  |  | *! |  |  |  | * | * |
| hasí $\mathrm{L}_{\alpha} \mathrm{H}_{\alpha} \mathrm{H}^{*} \mathrm{~L} \mathrm{~L}_{v}$ |  |  |  |  |  |  |  |
| $\begin{array}{r} \text { (haga. }\left\{\begin{array}{c} \text { si }) \end{array}\right\} \\ \mid \mathrm{L}_{\alpha} \emptyset \mathrm{H}^{*} \mathrm{LL}_{v} \\ \hline \end{array}$ |  |  | * |  | * |  | * |
|  |  |  | * | *! |  | * | * |

Turning to trisyllables, unaccented/kakera/ 'fragment' in tableau (14) is a perfect candidate, beating any other form. The moraic association of $\mathrm{L}_{v}$ is not in fact
crucially different from candidate (b), which however gratuitously leaves TBUs without tone: candidate (a) fills three TBUs with three tones, and thus fully satisfies TBU $\leftarrow T$, subsumed under Highranking. The treatment of /kokóro/ brings nothing new, and besides the winning candidate, only the OCP-violating candidate (b) is shown, repeating the case of /hasí/ in tableau (13). Observe, however, that the OCP violation in the optimal candidate for /kakeró/ in tableau (14) must be tolerated, since otherwise $\mathrm{H}_{\alpha}$ would be in violation of $\mathrm{TBU} \leftarrow \mathrm{T}$. In Japanese, OCP is obeyed, but not at the expense of well-formed one-to-one associations of all tones.

| kakera $\mathrm{L}_{\alpha} \mathrm{H}_{\alpha} \mathrm{L}_{v}$ |  | $\begin{aligned} & \frac{\mathrm{T}}{*} \\ & \stackrel{1}{\mathrm{a}} \\ & \underset{\mathrm{~d}}{2} \end{aligned}$ |  | $\begin{aligned} & \circ \\ & \hline \end{aligned}$ | $\begin{align*} & I  \tag{14}\\ & \downarrow \\ & \underset{\sim}{\text { m }} \end{align*}$ | $\begin{aligned} & \ulcorner \\ & \downarrow \\ & \underset{\sim}{\square} \end{aligned}$ | ᄃ $\downarrow$ ¢ C |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| a. \{ (ka ke ra ) \} |  |  |  |  |  |  |  |
| $\text { b. }\{\text { ( ka ke ra ) }\}$ | *! |  |  |  |  | * |  |
| kokóro $\mathrm{L}_{\alpha} \mathrm{H}_{\alpha} \mathrm{H} * \mathrm{LL}_{v}$ |  |  |  |  |  |  |  |
| $\begin{gathered} \text { (ko ko ro })\} \\ \mathrm{L}_{\alpha} \emptyset \mathrm{H}^{*} \mathrm{~L} \quad \mathrm{~L}_{v} \end{gathered}$ |  |  |  |  | * |  | * |
| b. $\{$ ( ko ko ro ) \} |  |  |  | *! |  | * | * |
| kakeró $\mathrm{L}_{\alpha} \mathrm{H}_{\alpha} \mathrm{H}^{*} \mathrm{~L}_{v}$ |  |  |  |  |  |  |  |
| $\text { (\%a. }\{\text { ( ka ke ro ) }\}$ |  |  | * | * |  |  | * |
| b. \{ (ka ke ro ) \} | *! |  | * |  | * |  | * |

### 10.6.1 NoRise

The above account leaves the non-association of $\mathrm{L}_{\alpha}$ in (8a) unexplained. A constraint forbidding the creation of LH within the syllable has in fact been motivated for a number of languages (Cassimjee and Kisseberth 1999; Gussenhoven 1999c). In Hausa, rising tones are categorically excluded (Leben 1978: 206), and in Somali, monosyllabic LH is optionally replaced by H (Banti 1988). Toura has ten distinctive tones on bimoraic syllables, none of which is rising (Bearth 1971, cited from Hermans 1996). In chapter 12 we will see NoRise play an important role in accounting for the tonal phonology of a Dutch dialect. There is evidence
that rises take longer than falls (Ohala 1978; Sundberg 1979); Xu and Sun forthcoming) and thus must be harder to produce. NoRise (see (2) in section 8.3.1), is a more specific version of NoContour, and bans associated LH within the syllable.

In tableau (15), only the first two syllables /oosu-/ are relevant: /-toraria/ is held constant and incurs one OCP violation due to the adjacent L-tones on /-ia/ and one $\mathrm{TBU} \leftarrow \mathrm{T}$ violation for having no tone on /-to-/. The expected form (b) with $\mathrm{L}_{\alpha} \mathrm{H}_{\alpha}$ associating in the first syllable is thrown out by NoRise, which may join the constraint complex we have so far indicated by HighRanking. Three other relevant constraints here are Concatenate, NoSpread, and TBU $\leftarrow T$. Candidates (b)-(e) demonstrate that $\mathrm{TBU} \leftarrow \mathrm{T}$ must rank below the other three, as this constraint would immediately throw out winning candidate (a), which has three unfilled TBUs. Concatenate prevents candidate (c), which ducks NoRise by moving $\mathrm{H}_{\alpha}$ over to the next syllable, from winning the competition with candidate (a), and NoSpread rules out candidates (d) and (e), which avoid the strictures of NoRise and Concatenate by the association of, respectively, $\mathrm{L}_{\alpha}$ and $\mathrm{H}_{\alpha}$ to both moras in the first syllable. The role of $\mathrm{TBU} \leftarrow \mathrm{T}$ becomes apparent in a case like /kakero/ in the same tableau, where candidate (a) is preferred to candidate (b), which violates this constraint. It will be clear that the variety of Tokyo Japanese that does have a rise on initial long unaccented syllables, shown in (8b), is to be accounted for by a low ranking of NoRise, causing candidate (b) to win.


Notice that we cannot allow $\operatorname{Align}\left(\mathrm{H}_{\alpha}\right.$, Left $)$ to take over the role of Concatenate in deciding the choice between candidates (a) and (c) of /oosutorária/. While it would do this job correctly, as shown in tableau 16, it would incorrectly select candidate (b) in the case of /kakera/. While Concatenate is satisfied if $\mathrm{H}_{\alpha}$ is adjacent to $\mathrm{L}_{\alpha}$, and does not therefore decide between these candidates, $\operatorname{Align}\left(\mathrm{H}_{\alpha}\right.$, Left) is violated more by the winning candidate (a), where $\mathrm{H}_{\alpha}$ is one mora removed from the phrase edge, than by candidate (b), where it is associated with the first mora, as shown in tableau (16). ${ }^{4}$

| oosutorária $\mathrm{L}_{\alpha} \mathrm{H}_{\alpha} \quad \mathrm{H}^{*} \mathrm{~L} \mathrm{~L}_{v}$ |  | $\begin{aligned} & \text { 묻 } \\ & \uparrow \\ & -1 \end{aligned}$ | $\begin{aligned} & \frac{1}{*} \\ & \downarrow \\ & \underset{\sim}{\boldsymbol{d}} \end{aligned}$ | $\begin{aligned} & \text { 「 } \\ & \downarrow \\ & \underset{\text { 팓 }}{ } \end{aligned}$ | $\begin{aligned} & \circ \\ & 0 \\ & \hline \end{aligned}$ | $\begin{gather*} \text { I }  \tag{16}\\ \downarrow \\ -1 \\ \text { 믇 } \end{gather*}$ | $\begin{gathered} \stackrel{-}{2} \\ \downarrow \\ \text { w } \\ \text { - } \end{gathered}$ | $\begin{aligned} & \text { ᄃ } \\ & \downarrow \\ & \text { 묻 } \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | *** |  |  | * |  | * |  |
|  | *!* | ** |  |  | * |  |  |  |
| kakera $\mathrm{L}_{\alpha} \mathrm{H}_{\alpha} \mathrm{L}_{v}$ | 1 |  |  |  |  |  |  |  |
| a. $\{$ ( ka ke ra ) \} $\mathrm{L}_{\alpha} \mathrm{H}_{\alpha} \mathrm{L}_{v}$ | 1 $*!$ <br> 1  |  |  |  |  |  |  |  |
|  |  | * |  | * |  |  | * |  |

Since Concatenate plays a crucial role in explaining the pronunciation of [oosutorária], our analysis can only go through if $\mathrm{L}_{\alpha} \mathrm{H}_{\alpha}$ is a morpheme, rather than single boundaries tones from different $\alpha \mathrm{s}$, as in Pierrehumbert and Beckman's analysis. On the assumption that Concatenate is a well-motivated constraint, this is an argument in favour of a 'Basque' treatment of the $\alpha$-initial pitch rise.

### 10.7 More than one $\alpha$ : secondary association and interpolation

Two issues arise in sequences of $\alpha \mathrm{s}$ : the secondary association of $\mathrm{L}_{\alpha}$ and the resulting difference in pronunciation between 'strong' and 'weak' allophones of $\mathrm{L}_{\alpha}$; and the non-spreading of $\mathrm{H}_{\alpha}$ to free TBUs to its right.

First, a sequence of an unaccented $\alpha$ and an $\alpha$ which has an H-tone on its first mora provides further evidence that unassociated $\mathrm{L}_{\alpha}$ is not deleted (see also section 10.5.1). If it were, the implementation of a sequence like $\mathrm{H}_{\alpha} .$. )( $\mathrm{H}^{*}$ (where $\mathrm{H}^{*}$ is associated with the first mora, as in (17a)) or $\mathrm{H}_{\alpha}$. . )( $\mathrm{H}_{\alpha}$ (with initial $\mathrm{H}_{\alpha}$ occurring on a long syllable, as in (17b)), could not be expected to lead to a rise from low-to-mid pitch before the second $\alpha$. However, a rise is what
is found. The pitch dips down at the boundary, and $\mathrm{L}_{\alpha}$ is the only tone that can explain this. However, this dip does not reach the low pitch of an associated $\mathrm{L}_{\alpha}$, as in (18). The contrast between the two inter- $\alpha$ contexts (17a,b), on the one hand, and (18), on the other, therefore provides additional evidence for the difference between the 'strong' and 'weak' allophones of $\mathrm{L}_{\alpha}$, in other words, of boundary tones with and without secondary association.


Second, sequences of $\alpha$ s provided Pierrehumbert and Beckman (1988) with evidence against the rightward spreading of $\mathrm{H}_{\alpha}$. Consider a representation like (19), a sequence of two unaccented $\alpha \mathrm{s}$, the first of which has three monomoraic syllables so that there is one syllable between $\mathrm{H}_{\alpha}$ (the second syllable of the first $\alpha$ ) and $\mathrm{L}_{\alpha}$ (the first mora of the second $\alpha$ ).
(19) $\{[$ ( ta ta ta ) ( ta ta ) ] \}


If the words are spoken without a pause, there will be a fall in the last syllable of the first word. It would be hard to argue on the basis of that fact that $\mathrm{H}_{\alpha}$ has failed to spread to the word-final syllable: with or without such spreading, the phonetic record would show a fall somewhere from $\mathrm{H}_{\alpha}$ to $\mathrm{L}_{\alpha}$, since it takes time to get from one tone to the next. However, lengthening the first $\alpha$ will be diagnostic. A spreading analysis predicts that the slope and timing of this fall is reasonably constant if the length of the first word is increased, since the $\mathrm{H}_{\alpha}$ would be associated with the last syllable in all cases. However, Pierrehumbert, and Beckman (1988:38) found a different pattern: the fall extends over the entire stretch between the second syllable of the first word and the first syllable of the second. Its slope, therefore, is a function of the distance between these syllables, a pattern that clearly indicates interpolation between $\mathrm{H}_{\alpha}$ and $\mathrm{L}_{\alpha}$.

Both the lower pitch of $\mathrm{L}_{\alpha}$ with secondary association and the slope varying as a function of distance can be seen in figure 10.2. Every panel shows a sequence of an unaccented $\alpha$ and an accented one in which the slope from $\mathrm{H}_{\alpha}$ to $\mathrm{L}_{\alpha}$ is shown as a dotted line. The contours on the left have second $\alpha \mathrm{s}$ with a free first mora (/omáwarisan/); those on the right with $\mathrm{H}_{\alpha}$ on the first mora, due to a long initial syllable (/yoozínboo/). The first words are the same in each row. In every case,


Fig. 10.2 $\mathrm{F}_{0}$ tracks of ten sequences of unaccented $\alpha$ and $\alpha$ with free first mora (left-hand panels) and H -toned first mora (right-hand panels), with length of first $\alpha$ varying from three (top) to eight (bottom) syllables. Dotted lines indicate the slope between the peak of the first $\alpha$ (due to $\mathrm{H}_{\alpha}$ ) and the low point at the beginning of the second $\alpha$ (due to $\mathrm{L}_{\alpha}$ ). From Pierrehumbert and Beckman (1988).
the slopes in the contours in the left-hand panels reach a lower pitch than those on the right, demonstrating the effect of moraic association of $\mathrm{L}_{\alpha}$. Second, the number of syllables in the first word increases from three in the top two panels to eight in the bottom two. As will be clear, slopes are shallower as the number of syllables between $\mathrm{H}_{\alpha}$ and $\mathrm{L}_{\alpha}$ increases, demonstrating interpolation, i.e. no $\mathrm{H}_{\alpha}$-spreading.

### 10.8 The Intermediate Phrase

The ip is the prosodic constituent above $\alpha$, and will consist of one, two, sometimes three $\alpha$ s. In such structures, no rhythmic readjustments are made, and accents may thus be adjacent. For instance, (20), in which a final-accented $\alpha$ precedes an initial-accented one, surfaces with the accents in the lexically specified locations (Kubozono 1993).
(20) $\left[(\text { umái })_{\alpha}(z y u ́ u s u)_{\alpha}\right]_{\text {ip }} *\left[(\text { úmai })_{\alpha}(z y u ́ u s u)_{\alpha}\right]_{\text {ip }}$
'sweet juice'
As in Basque, the ip is the domain of downstep. ${ }^{5}$ The trigger is an accented $\mathrm{H}^{*}$, while both $\mathrm{H}^{*}$ and $\mathrm{H}_{\alpha}$ undergo it (Poser 1984; Pierrehumbert and Beckman 1988; Kubozono 1992). This means there is no downstep in a sequence of three unaccented $\alpha$ s within the ip, a case shown in (21), while downstep will occur twice if the first and second $\alpha$ s are accented, as in (22). When either the first or the second is accented downstep will occur once, as in $(23 a, b)$.
(21) $\{[$ ( Kono arai ) (ayaori-no ) ( obizi-ga ) ] \}
this rough twill-gen obicloth-PARTICLE
'this rough twill obi-cloth'
(22) $\{$ ( Kono borói ) ( orímono-no ) ( obizi-ga ) ] \}
'this ragged woven obi-cloth'
(23) a. \{ ( Kono arai ) ( orímono-no ) ( obizi-ga ) ] \}
b. $\{($ Kono borói ) ( ayaori-no ) ( obizi-ga ) ] $\}$

To demonstrate that downstep works in this cumulative way, Pierrehumbert and Beckman (1988) measured the peak $\mathrm{F}_{0}$ of the first and the third $\alpha$ in a number of pronunciations of the expressions in (21)-(23). If downstep is cumulative, the differences between first and third peaks ought to be smallest in (21), largest in (22), and intermediate in (23). This is precisely what they found, as shown in figure 10.3. Each data-point represents the two measurements within one utterance, with the value of the first peak plotted along the $x$-axis and the value of the peak on obizi plotted along the y-axis. Data-points for (21), (23), and (22) are labelled ' 0 ', ' 1 ', and ' 2 ', respectively. The speaker deliberately varied his pitch span from utterance to utterance, as a result of which first peaks ranged from around 100 Hz to 210 Hz . Two observations are to be made. First, the value for peak 1 is correlated with that of peak 3, meaning that pitch span was varied for each utterance as a whole. The slopes of the three regression lines show how the $F_{0}$ of the first peak relates to that of the third for the three sets of data. Second, and more importantly, the different heights of the regression lines indicate that for a given value for the first peak, the value of the third peak is lowest for (22), intermediate for (23), and highest for (21), showing that downstep applied, respectively, twice, once, and not at all.

A more detailed investigation of downstep provided Pierrehumbert and Beckman (1988) with an argument for assuming that $\mathrm{L}_{\alpha}$ is a final boundary tone associating in the next $\alpha$ over, rather than an initial boundary tone, as has been assumed throughout here. They found that at an ip-boundary, where downstep is interrupted, the target of the ip-initial $\mathrm{L}_{\alpha}$ depends on whether the preceding $\alpha$ has undergone downstep. That is, this tone would appear to share the lowering of the pitch span caused by the reduction of the pitch span of the (preceding) $\alpha$, and therefore, they argue, it belongs to this preceding $\alpha$. Our discussion of the high plateau of Lekeitio Basque in the previous chapter may provide a second argument


Fig. 10.3 Peak $\mathrm{F}_{0}$ in the first $\alpha$ (horizontal axis) and the third $\alpha$ (vertical axis) in expressions containing three $\alpha$ s with two (' 2 '), one (' 1 '), and zero (' 0 ') accented $\alpha$ s. Dashed, dashed-dotted, and solid lines are regression lines fitted to the ' 0 '-plots, ' 1 '-plots, and ' 2 '-plots, respectively. From Pierrehumbert and Beckman (1988).
for this analysis. Recall that Elordieta (1997) assumed that the high plateau was due to spreading of $\mathrm{H}_{\alpha}$. However, since $\mathrm{H}_{\alpha}$ is the last tone in the $\alpha$, we can simply assume that it provides that last target for it, and so no further changes are to be expected. The fact that Tokyo Japanese does have a falling slope may indicate that $\mathrm{L}_{\alpha}$ is part of the same $\alpha$ as preceding $\mathrm{H}_{\alpha}$. The hypothesis would here be that tones interpolate only within their own prosodic constituent. Nevertheless, I have adopted a Basque-style analysis with an initial boundary complex $\mathrm{L}_{\alpha} \mathrm{H}_{\alpha}$. One reason is that our OT analysis presupposed a complex boundary tone, rather than a combination of two single boundary tones, when forcing leftmost association of $\mathrm{H}_{\alpha}$ in initial bimoraic syllables, as in /oosutorária/. Also, we might argue that evidence provided by the timing of the target suggests $L_{\alpha}$ indeed belongs to the righthand $\alpha$.

### 10.9 The Utterance: $\mathbf{L}_{v}$ and $\mathbf{H}_{v}$

A declarative pronunciation of an accented $\alpha$ has fully low pitch at the end (except in the situation described in section 10.5.4 above), while unaccented $\alpha$ s end at mid pitch or, for longer $\alpha \mathrm{s}$, not-quite-low pitch. The fully low-pitched endings of


Fig. 10.4 Interrogative pronunciations of /garasudama/ 'glass beads' and /omáwarisan/ 'policeman' (panel a); /hasi/ 'edge', /hasí/ 'bridge', and /hási/ 'chopsticks' (panel b); /hi/ ‘sun' and /hí/ 'fire' (panel c); and /san/ 'three’ and /sán/ ‘crosspiece’ (panel d).

Speaker KS.
accented $\alpha \mathrm{s}$ must be due to the trailing L of the accent, whose target is apparently lower than that of final $L_{v}$ when not preceded by an accent. Although there is no good basis for deciding whether $\mathrm{L}_{v}$ associates, since the difference in realization of $L_{v}$ can be accounted for by the left-hand context, the OT analysis went through in the simplest way with maximal association of all tones on a one-to-one basis.

Interrogative sentences end in $\mathrm{H}_{v}$, which causes a rise on the last syllable (Pierrehumbert and Beckman 1988). In their examples, $\mathrm{H}_{v}$ appears as an additional tone after $\mathrm{L}_{v}$, since in unaccented $\alpha \mathrm{s}, \mathrm{F}_{0}$ shows a descending trend from the preceding $\mathrm{H}_{\alpha}$ before making the rise for $\mathrm{H}_{v}$ ( $\mathrm{H} \%$ in PB's notation) on the final syllable. In accented $\alpha \mathrm{s}$, like /omáwarisan/, the low target before $\mathrm{H}_{v}$ is fully low, which has the effect that the end-point of the final rise is lower in accented $\alpha \mathrm{s}$. This can be seen in (24b) and panels (a) and (b) in figure 10.4. Pierrehumbert and Beckman (1988: 81) interpret the difference to mean that the pitch accent causes downstep of $\mathrm{L}_{v}$ and $\mathrm{H}_{v}$. In the present description, we can attribute the $\mathrm{F}_{0}$ difference between $\mathrm{H}_{v}$ in accented and $\mathrm{H}_{v}$ in unaccented $\alpha \mathrm{s}$ to the absence of a $\mathrm{L}_{v}$ in the interrogative. The speaker I recorded clearly did not retain $\mathrm{L}_{v}$ before $\mathrm{H}_{v}$. This can be seen in panel (b) of figure 10.5, where the unaccented $\alpha$ shows a plateau from $\mathrm{H}_{\alpha}$ to the last syllable, where the pitch rises for $\mathrm{H}_{v}$. This is shown diagrammatically in (24a). Also, when the unaccented $\alpha$ is quite long, no descending trend could be observed in the interrogative intonation, as can be


Fig. 10.5 Declarative (panel a) and interrogative (panel b) pronunciations of the unaccented $\alpha$ Kaori Matumoto no garasudama. Speaker KS.
seen in panel (b) of figure 10.5 , which is to be compared with the declarative version of the same expression in panel (a), where the declination is evident. This suggests that $\mathrm{L}_{v}$ represents the declarative and $\mathrm{H}_{v}$ the interrogative, and that in interrogative sentences there just is no $\mathrm{L}_{v}$ in the representation.


I have found no discussion of interrogative pronunciations of words with final accented monomoraic syllables, where $L$ cannot associate. A comparison of interrogative /hi/ and /hí/ shows that the accented word ends in higher pitch, and the same is true for/hasi/and/hasí/. Since this pattern is the reverse of that found in contexts where trailing L can associate, the conclusion must be that unassociated L is deleted. Thus, the contrast in this context is between unaccented $\mathrm{L}_{\alpha} \mathrm{H}_{\alpha} \mathrm{H}_{v}$ and accented $\mathrm{L}_{\alpha} \mathrm{H}_{\alpha} \mathrm{H}^{*} \mathrm{H}_{v}$. The deletion might be understood as a constraint against HLH, discussed as Plateau by Cassimjee and Kisseberth (1999). However, it also follows from high-ranking * T , which was non-crucially active in the deletion of floating $\mathrm{H}_{\alpha}$ between associated $\mathrm{L}_{\alpha}$ and $\mathrm{H}^{*}$. In our OT analysis, the deletion of $L$ is thus due to a violation of $\mathrm{L} \rightarrow \mathrm{TBU}$. In fact, the only tones that in our data appear to survive without moraic association are the peripheral $\mathrm{L}_{\alpha}$, and either $\mathrm{L}_{v}$ or $\mathrm{H}_{v}$, depending on whether declarative or interrogative intonation is used. A further implication is that in accented monomoraic declaratives, e.g. /hí/, $\mathrm{H}^{*} \mathrm{LL}_{\alpha}$ is reduced to $\mathrm{H}^{*} \mathrm{~L}_{\alpha}$.
(25)

(26)


The representations of monomoraic words in (25) can be compared with those of bimoraic monosyllables in (26), where L is not deleted. In panel (d) of figure 10.4, the final $\mathrm{F}_{0}$ of /sán/ 'crosspiece' is indeed lower than that of /san/ 'three', showing the reverse pattern relative to panels (b) and (c).

### 10.10 Japanese focus

The way focus is expressed in Japanese is reminiscent of the way Northern Bizkaian Basque expresses corrective focus. First, insertion of an ip-boundary before an $\alpha$ containing the focus constituent prevents downstep from lowering the pitch span of the focused $\alpha$. Second, boosting the pitch span of the focused $\alpha$ causes it to stand out. Again, the first measure is structural, the second is taken in the phonetic implementation, but has a structural context.

### 10.10.1 The left edge of the focus constituent

Unlike Basque, Japanese can freely focus any word. This is because there is no restriction against unaccented $\alpha \mathrm{s}$, and an ip-boundary will often occur where an $\alpha$-boundary was created specifically because the word is focused. Thus, while oranda no hana 'flowers from Holland' would normally be a single $\alpha$, the word hana can be focused by placing an $\alpha$-boundary and an ip-boundary before it. This would not be possible in Northern Bizkaian Basque. Neither does Japanese have the restriction that the focus constituent must be contained within some final XP. While the prosodic form of Japanese focus is thus similar to Northern Bizkaian Basque corrective focus, it can be used more liberally. It was given in (25) in chapter 9 and is repeated here for Japanese (information or corrective) focus in (27).
(27) Japanese Focus
a. AlignFOC,ip: Align the left edge of the focus constituent with the left edge of an ip.
b. Implementation: Boost the pitch range of the $\alpha$ containing the focus constituent.

In spite of the greater flexibility, however, it is not difficult to reproduce the 'black dog' effect of section 9.7.2. Perhaps barring some forms of metalinguistic focus, the morphological word cannot be divided up into separate $\alpha \mathrm{s}$. Morphological words may be compound, like mukasi banási 'folklore' in (28), and the



Fig. 10.6 Speech waveforms and $\mathrm{F}_{0}$ contours of mukasi banási with focus for mukasi (panel a); for banási (panel b); and for mukasi banási (panel c).
focus constituent could, of course, meaningfully comprise the first (28a), the second (28b), or both constituents (28c). However, the compound cannot be divided into separate $\alpha$ s to express these differences (Mariko Sugahara, personal communication 2000). Figure 10.6 shows $\mathrm{F}_{0}$ tracks of the three interpretations of mukasi banási da yo: they are all basically the same.
(28) a. [otogil] ${ }_{\text {Foc }}$ banási janakúte, [mukasi] ${ }_{\text {foc }}$ banási da yo fairy tale NEG, folk tale Foc copula-Particle 'It's not a fairytale, but folklore'
b. mukasi [monogatári] ${ }_{\text {Foc }}$ janakúte, mukasi [banási] ${ }_{\text {Foc }}$ da yo folk story neg folk tale foc copula-Particle 'It's not an old story, but folklore'
c. watasi ga mitai no wa, [eíga]foc janakúte, [mukasi banási]_foc da yo I subj want-see nom top, film neg, folklore foc copula-Particle 'What I want to see is a film, not folklore'

### 10.10.2 The right edge of the focus constituent

The prosodic structure of Tokyo Japanese is also more malleable after the focus constituent than that of Basque. The presence of an $\alpha$-boundary after the focus will be sensitive to the kind of prominence profile that results. If a focused
accented $\alpha$ were otherwise to precede an accented $\alpha\left({ }_{-}^{* *}\right)$, it makes sense to avoid an $\alpha$-boundary after the focus: the post-focal accent will be deleted (cf. section 10.3), causing the post-focal word to be pronounced with post-accentual low pitch $\left({ }^{*} \emptyset\right)$. This is shown in (29a). Similarly, if a focused accented $\alpha$ were otherwise to precede an unaccented $\alpha\left(_{-}^{*} \emptyset\right)$, it makes sense to 'dephrase' the latter, as the post-focal word will now lack a pitch rise due to $\mathrm{L}_{\alpha} \mathrm{H}_{\alpha}$, and will instead be in the low-pitched stretch after $\mathrm{H}^{*} \mathrm{~L}$. By contrast, if a focused unaccented $\alpha$ precedes an accented $\alpha\left(\underline{\emptyset}^{*}\right)$, it makes sense not to 'dephrase' the post-focal $\alpha$, since keeping it in a separate phrase allows its pitch range to be reduced relative to the preceding focused $\alpha$, as illustrated in (29b). Deletion of the postfocal $\alpha$-boundary would transfer the phonetic salience to the post-focal/mamé/, which would bear the accent of the combined $\alpha$. In the $\emptyset \emptyset$ case, not much is lost or gained by 'dephrasing'. If the second $\alpha$ is included in the preceding $\alpha$, the highest pitch is in the focused word, due to $\mathrm{H}_{\alpha}$, and the post-focal word occurs in the slope towards $\mathrm{L}_{v}$. If it is kept in a separate phrase, pitch-range reduction will similarly reduce the salience of the second $\alpha$. These data, from Pierrehumbert and Beckman (1988: 105ff.), show that the choice of prosodic structure can be governed by the biological codes. In this case, the phonological phrasing is chosen so as to exploit the Effort Code. See also Sugahara (2002).


### 10.11 Conclusion

The similarity in the prosodic grammars of Basque and Japanese may lead one to think that the kind of system they have in common, one with lexically unaccented phrases and accented phrases, is a relatively stable stage towards which language change may gravitate (Donohue 1997), a 'prosodic prototype' in the words of Hualde, Elordieta, Gaminde, and Smiljanić (2002), who explicitly make this assumption for these two languages. The similarities and differences in the $\alpha$ are listed in table 10.1. While both languages have maximally one accent per $\alpha$, in Basque the pre-verbal or utterance-final $\alpha$ must have one (the default accent); and while Japanese may have the accent in any location, Lekeitio Basque employs the penult for accent whose presence is lexically determined and the final syllable for the default accent. Since no default insertion of $\mathrm{H}^{*} \mathrm{~L}$ occurs in other locations, Basque forms long $\alpha$ s with strings of unaccented words. In both languages, automatic downstep occurs within the domain above $\alpha$, ip. Downstep is triggered by $\mathrm{H}^{*} \mathrm{~L}$ in both languages, affecting any phrase in Japanese, but only accented $\alpha \mathrm{s}$ in Basque. The latter difference is due to the fact that in Basque unaccented $\alpha \mathrm{s}$

## Table 10.1 Similarities and differences between Japanese and Basque accentual phrases

|  | Northern Bizkaian Basque | Japanese |
| :---: | :---: | :---: |
| Contrast | * versus Ø | * versus Ø |
| maximum number of * | 1 per $\alpha$ | 1 per $\alpha$ |
| location of * | penultimate of $\alpha$ | anywhere |
| default * | final syllable of pre-verbal or final $\alpha$ | none |
| pitch accent | $\mathrm{H}^{*} \mathrm{~L}$ | $\mathrm{H}^{*} \mathrm{~L}$ |
| morphological rules manipulating * | yes | yes |
| phonetic stress on * | no | no |
| domain of downstep | ip | ip |
| context of downstep | after $\mathrm{H}^{*} \mathrm{~L}$ | after $\mathrm{H}^{*} \mathrm{~L}$ |
| Target of downstep | accented $\alpha$ | any $\alpha$ |
| Align(FOC, Left, ip, Left) | corrective focus | focus |
| Allow adjustment of ip-structure for focus | yes | yes |
| Allow adjustment of $\alpha$-structure for focus | no | yes |
| Subordination distinct from downstep | yes | no |

cannot occur in the relevant context, since post-accentual unaccented words are included in an $\alpha$ with the next accented word, or receive default accentuation.

The prosodic expression of focus is also similar, the difference being that Japanese uses it for both informational and corrective focus, while Basque uses it for corrective focus only. In both languages, an ip-boundary is inserted before the $\alpha$ containing the focus, which will prevent downstep from lowering the $\mathrm{F}_{0}$ peak of the $\alpha$ concerned. Japanese is prosodically more versatile than Basque. Unlike Japanese, Basque requires that the focused constituent (whether corrective or informational) is contained in the XP immediately preceding the verb or the sentence end. Moreover, Japanese will readily create an $\alpha$ in order for an ip-boundary to align with the beginning of the focus constituent, if this would otherwise have shared an $\alpha$ with preceding non-focused words. Basque cannot create $\alpha$ s for this purpose. Finally, Basque applies obligatory pitch range subordination to the appended ip which begins at the finite verb.

## Notes

1. I use phonemic representations, using IPA/j/for conventional $/ \mathrm{y} / . / \mathrm{n} / \mathrm{is}$ [ n ] word-finally and [ n ] word-internally, with place assimilations creating [ m ], as in [pompo] /ponpo/ 'pump', [ y ] as in [dénki] 'electricity'. Other allophones are [ts] for $/ \mathrm{t} /$ before $/ \mathrm{u} /$, as in [ítsu] /ítu/ 'when?', and [tc, ¢] for /t,s/ before /i,j/, as in [çitçí] /sitíl 'seven'. ['] marks a syllable with accent.
2. After a monomoraic accented syllable, the $\mathrm{F}_{0}$ may still be high at the beginning of the next syllable, more so in female than in male speech (Hasegawa and Hata 1994).
3. Haraguchi (1991) observes that the pronunciation in the merging dialect has high pitch, rather than mid pitch, on the final syllable. This could indicate that mid is marked relative to high, and is avoided when it serves no discriminating function.
4. The violation it imposes for not being the leftmost tone is left out of consideration, as it is constant across all forms dealt with.
5. Pierrehumbert and Beckman (1988) use the term 'catathesis' for downstep.

## 11

## Scandinavian

### 11.1 Introduction

Norwegian and Swedish have intonation systems with pitch accents signalling information status, as has English. However, these languages also have a binary tone contrast on the syllable with primary stress. The two terms in the opposition are referred as Accent 1 and Accent 2 (Bruce 1977). ${ }^{1}$ The challenge to separate the intonational tones from the lexical tones was successfully met by Bruce (1977) on the basis of the collection and analysis of a carefully composed corpus of read speech in which lexical tone, intonational focus, and position in the sentence were varied orthogonally. This work played a seminal role in the development of Pierrehumbert's 1980 autosegmental-metrical description of English, as attested by many of the contributions in his Festschrift (Horne 2000).

In section 11.2, I reproduce Bruce's analysis of Stockholm Swedish, including Gussenhoven and Bruce's (1999) modification of the analysis of compounds. Section 11.4 describes East Norwegian on the basis of Kristoffersen's (2000) account of Fretheim (1992), Fretheim and Nilsen (1991). There, I reinterpret their notion of 'Accent Phrase' as the stretch of speech spanned by the left-aligned L* and the right-aligned H -tone of an intonational pitch accent $\mathrm{L}^{*} \mathrm{H}$, which implies a 'privative' analysis of the Norwegian tones, as in Lorentz (1995). Finally, section 11.6 tentatively suggests an account of the development of Danish stød from Accent 1.

A number of analyses are possible for the tone contrast, in part depending on the facts of the language variety in question. First, the opposition may be between two tones, a non-privative analysis, or between tone (Accent 2) and absence of tone (Accent 1), a privative analysis. A non-privative analysis, whereby part of the vocabulary is marked with one pitch accent and part with another, will be illustrated for Stockholm Swedish (Bruce 1977; Gårding 1977). The privative option will be illustrated for East Norwegian (Kristoffersen 2000), where words with Accent 2 are marked for tone in the lexicon and other words are toneless.

These toneless words remain toneless in the lexicon, so that sentences without any occurrence of Accent 2 have only intonational tones.

Second, analyses could be accentual or tonal. In an accentual analysis, words are marked for accent, as in the descriptions of Japanese and Basque of the previous chapter; while in a tonal analysis, words come with tones. An accentual analysis is clearly possible if the opposition is privative: words that are marked for accent will receive tone; other words will not. In non-privative descriptions, like Bruce's analysis of Stockholm Swedish, an accentual analysis may seem less desirable, because for every accent a choice from two pitch accents needs to be made, a situation comparable to that in Barasana and Kaure (see section 3.5.2). Alternatively, one pitch accent could be inserted in words marked with accent (say, Accent 2), while the other pitch accent could be regarded as the default, to be inserted in the stressed syllable of unaccented words, a situation comparable to Northern Biskaian Basque. In this chapter, both Swedish and Norwegian will be analysed tonally rather than accentually.

Under a tonal analysis, there is finally a choice to be made between an analysis that includes the associations between the stressed syllable and the tone ('prelinking') and one that represents them as unassociated. Because the pitch accents are bitonal, non-prelinked representations imply the use of the star to select the tone that is to associate to the stressed syllable, as in the analysis of Bruce (1987) and Pierrehumbert and Beckman (1988: ch. 9). In this chapter, prelinked representations are assumed; a possible argument for choosing this option is given in section 11.5.

### 11.2 Stockholm Swedish

In the analysis of Stockholm Swedish by Bruce $(1977,1990)$, both Accent 1 and Accent 2 have a tonal representation, a tone complex HL. Accent 1 associates the L to the stressed syllable, while Accent 2 associates H. Accent 2 cannot occur on final syllables, which is why the unstressed syllable, indicated by the dot in (1b), is obligatory. The two tones in the complex are provided with a ' + ', mainly to distinguish them typographically from the focal tone, H , which occurs after the lexical tones, and is introduced below.
(1) Accent 1: $\quad(x \quad$ Accent 2: $(x$


The distribution of the two lexical pitch accents is highly predictable from the phonological and morphological context. Words with initial stress have Accent 2 if the stem ends in [ə] or [a], like ' ande, henceforth ${ }^{2}$ ande, but Accent 1 otherwise, like 'polio, henceforth ${ }^{1}$ polio. After monosyllabic stems, the suffix determines the tone. For instance, the plural indefinite suffix assigns Accent 2, as in ${ }^{2}$ backar 'girls', cf. definite singular ${ }^{1}$ backen. A noun with non-initial, penultimate stress
has Accent 2, like $\mathrm{kop}^{2}$ pia 'copy', but otherwise Accent 1 is used if stress is noninitial, as in be ${ }^{l}$ tala 'pay' (Bruce and Hermans 1999). Recently, Lahiri, Wetterlin, and Jönsson-Steiner (ms) have defended the view that the morphological default is Accent 2.

The focal tone is H : it indicates the end of the focus constituent, and is obligatorily present in an utterance. It is sequenced after the lexical tones. Only if the stressed syllable is final in the $\iota$ will the H actually be pronounced inside the stressed syllable, necessarily after Accent 1 . In other contexts, i.e. after nonfinal Accent 1 and Accent 2, its target occurs after the stressed syllable. A final boundary tone $\mathrm{L}_{l}$, used in both questions and statements, completes the right edge of the contour. An additional $\mathrm{H}_{l}$ may be used in continuation intonation (Gösta Bruce, voce). Initially, a boundary $\mathrm{L}_{\iota}$ occurs. These intonational tones are listed in (2).

| (2) a. Focal tone: | $H$ |
| :--- | :--- |
| b. Initial boundary tone: | $\mathrm{L}_{\iota}$ |
| c. Finality intonation: | $\mathrm{L}_{\iota}$ |
| d. Continuation intonation: | $\mathrm{L}_{l} \mathrm{H}_{l}$ |

Example (3a) is an isolated pronunciation of and 'duck', suffixed with the definite en, while (3b) consists of ${ }^{2}$ ande 'ghost', plus the definite suffix. The initial tone sequence $\mathrm{L}_{l} \mathrm{H}$ cannot be pronounced if the first syllable has Accent 1 , and $\mathrm{L}_{t}$ is left unrealized if it has Accent 2. With a preceding syllable, one more tone gets pronounced, as shown in (4a,b). Adding further syllables to (4a) will bring out the $\mathrm{L}_{l}$ in that expression, too. In (4c), a word with final stress is shown; it can only have Accent 1 . Unlike what is found in $\iota$-initial position, all tones are pronounced at the end of the $\iota$.


These representations are well-formed on the assumption that the TBU in Scandinavian is the stressed syllable, as stated in (12.2). In section 11.2.2, it will be argued that the pronunciation of compounds provides evidence that this is correct.
(5) Swedish/Norwegian TBU: ' $\sigma$

The term 'pitch accent' has been reserved for the lexical tones, since they are similar to English intonational pitch accents in both timing and in form. The question may arise whether focal H , which is clearly floating (Bruce 1987), is a pitch accent, i.e. a 'central' tone, or a 'boundary tone'. We could see it as a stress-seeking, central tone, $\mathrm{H}^{*}$, which is frustrated in its attempt to associate with the stressed syllable because the association of lexical tones ranks above that of the focal tone. H was tentatively analysed as a final boundary tone of the word by Pierrehumbert and Beckman (1988), which edges into the word as far as the lexical tones would allow this. In this spirit, we could see it as a right-aligned tone that is introduced by the focus constituent (see also Selkirk 2002 and section 11.2.1). The tone has been referred to as the 'sentence accent' (Bruce 1977), the 'phrase accent' (Pierrehumbert 1980), and the 'focal tone' (Gussenhoven and Bruce 1999). A rose by any name will smell as sweet, as William Shakespeare impressed upon us, but I will retain the term 'focal tone', stressing its functional equivalence with the focus-marking pitch accents of English.

### 11.2.1 Focus

The structures shown in (3) and (4) have either presentational focus or corrective focus, as expressed by the obligatory H , which aligns with the focus constituent. By not aligning it with a prosodic constituent like $\omega$ or $\phi$, we account for the fact that it does not behave like a typical boundary tone. The timing of the floating focal H is governed by a default concatenation of the tones, to be described below.
(6) ALIGN(FOC,H,Rt): Align the right edge of the focus constituent with H

The focal H can be moved by transferring the focus to a preceding constituent, as shown in (7). Example (7a), for instance, is well-formed as a reply to What are you doing with the duck? The lexical tones do not depend on the presence of focal $\mathrm{H}:{ }^{1}$ anden retains its lexical pitch accent, even though it occurs after the focus. Parallel observations apply to (7b).


In fact, retention of pitch accents in content words is the rule: only function words lose the lexical tone, unless they are narrowly focused. In (8a,b), the peaks for Accent-1 words are compared with those for Accent 2 in pre-focal position. Those for Accent 2 occur one syllable later. In (9a,b), the final two words appear after the focus. Again, the peaks in (9b) are later than those in (9a). There is a drastic reduction of the pitch range from the second post-focal H -tone, here the H of the pitch accents on ${ }^{1}$ nummer and ${ }^{2}$ nunnor in (9). Phonetically, the
prosodic feature that marks the focus is the high plateau after the last focused word, formed between the focal H and the first lexical H on the right. The high plateau includes the stressed syllable of the first post-focal word with Accent 2. Indeed, a post-focal word with Accent 2 may, to speakers of other languages, sound as if it was focused, since its stressed syllable contains that last high pitch (cf lång- in (9b)). If the first post-focal word has Accent 1 , the high plateau runs as far as the stressed syllable, which is associated with the lexical L. In general, focal H tends to have higher pitch than lexical H -tones.

a. \{ man vill a'namma nåra längre NUMMER \}

b. \{ man vill 'lämna nåra långa NUNNOR \}
 'they want-to leave some tall nuns'
(9)


b. \{ man vill 'LÄMNA nåra långa nunnar \} | $L_{\iota}$ |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $H+L$ | $H$ | $H+L$ | $H+L$ | $L_{l}$ |  |

## Timing of targets

The target of the leading H of Accent 1 lies some 120 ms before that of associated L, while the target of the trailing L of Accent 2 lies some 120 ms to the right of the target of the associated H. As shown in Bruce (1987), the duration of the downslope of Accent 2 is particularly stable, and independent of the number of syllables that fit into that time span. Focal H is realized after the word tones; its timing is thus dependent on whether it follows Accent 1 or Accent 2. After Accent 1, it occurs immediately after the stressed syllable, and inside it if the stressed syllable is final. After Accent 2, focal H occurs in the next syllable, or the next unstressed syllable after that, if there is one. Focal H
therefore allows its position to be dictated by the lexical tones and the available syllables. The suggestion that focal H floats is further supported by the fact that its timing is also sensitive to the number of syllables that separate it from a final $\mathrm{L}_{l}$ (Bruce 1977; Gussenhoven and Bruce 1999): it tends to be later if there are more syllables between the stress and the $\iota$-end.

### 11.2.2 Compounds

Compounds have Accent 2 on the first constituent and no lexical pitch accent on the second constituent, regardless of the tones the words have in the lexicon. The lexicon therefore includes (10), the functional equivalent of the English Compound Rule (section 14.2.1).


The stressed syllable of the second constituent has a low target, with focal H realized after it, just as it would if it had Accent 1. Unlike what would be the case for a 'real' Accent 1 in the second constituent, however, the leading H is absent. In (11a,b), the compound ${ }^{2}$ Långa-nummer 'Långa numbers' (where Långa is a geographical name) has a flat contour between the peak of Accent 2 and the focal H on the last syllable. By contrast, the NP ${ }^{2}$ långa ${ }^{1}$ NUMMER, 'long numbers' has an additional peak between these two peripheral peaks, due to the leading H of Accent 1. The effect of the medial peak was demonstrated by Bruce (1977) in a perception experiment with stimuli that could either be interpreted as a compound ( ${ }^{2}$ mellanmålen 'snack', cf. (11a)) or as a phrase with final focus ( ${ }^{2}$ mellan ${ }^{1}$ målen 'between meals', cf. (11b)). As shown in panel (a) of figure 11.1, the stimuli varied in the height of the medial peak, which rose from 0 to 40 Hz above the midline. Additional stimuli tested the effect of the height of surrounding peaks. In panel (b), the results are shown: at around 12 Hz , listeners stop hearing the compound and start hearing the phrase. When the first peak is only 20 Hz , and listeners are led to believe that the pitch span of the stimulus is narrower, the medial peak needs only to be around 8 Hz above the baseline to trigger the perception of the phrase. This experiment shows the reality of the leading H-tone in Accent 1, and was particularly significant at the time Gösta Bruce wrote his thesis, since the compound pattern had earlier been described as being the same as a phrase with Accent 2 followed by Accent 1.


The question arises how the L-tone on the second constituent of the compound is to be accounted for. Bruce (1977) assumed a phonetic 'copying rule' which spread targets from specified syllables to following unspecified ones, but it was not clear how this rule could place low targets precisely so as to include the stressed syllable of the second constituent of a compound. This would have required a rule that first positioned the target of the focal H . However, it is clear that the location of the high target depends on that of the low target, since the high target occurs in the same syllable as $L$ if that syllable is final, and after it otherwise. Later, Bruce (1990) assumed an LH pitch accent specifically for compounds, to be inserted on the final constituent, following Accent 2 on a first constituent. This analysis is shown in (12a). In an attempt to avoid the postulation of a special compound pitch accent LH, Gussenhoven and Bruce (1999) proposed that the only pitch accent in compounds is in fact Accent 2, and that the stressed syllable of a non-initial constituent is filled by the trailing $L$ of the pitch accent. Because it is aligned via Concatenate immediately to the right of associated H , but also associated with a stressed syllable later in the compound, it receives two targets, as shown in (12b).


In addition to avoiding the special LH pitch accent, the solution in (12b) makes the prediction that in compounds containing more than two constituents, like ${ }^{2} U t$, rikesdeparte, ments, råds, sommar, byxorna 'the Foreign Office counsellor summer trousers' (Riad 2000), the stressed syllables of all the non-initial words will associate with L , which thus spreads to all available locations, and that the H appears after the last such stress (here [byk]). This seems correct in that these post-focal stresses have firmly low pitch. In the analysis with LH , the location of H on the last constituent only (instead of all non-initial constituents) needs to be separately stipulated.

We can gain a perspective on the lack of reality of a LH pitch accent by positioning the compound before a focused word. It appears that L is kept in the compound, but that high moves off it. The inter-peak stretch in Te $^{2}$ ater experiment $a^{2} i^{1}$ ett is low and flat, -ment having a low target, with a high target due to leading H of lexical $\mathrm{H}+\mathrm{L}$ following on $\stackrel{\circ}{a}$ - or $t i$, as shown in (13a). This suggests that there is no compound pitch accent LH , but just a single L-target. As predicted by the present analysis, the late low target disappears but the high target remains when we remove the compound, as can be seen by comparing (13a) with (13b), where ${ }^{2}$ Britta and åtiett have lexical accents, the intervening words being treated as function words. Here, the pitch rises from the L on Brit- to the high target on $\stackrel{\circ}{a} t i$, where the leading H of the $\mathrm{H}+\mathrm{L}$ for ett is pronounced.
(13)

'Theatre experiment 81'

'Britta would like to have 81'

### 11.3 An OT analysis of Swedish tone

The solution adopted in (12b) for compounds readily translates into an OT analysis by ranking the association constraint for the focal H below those for the lexical tones. The idea is that all tones try to associate with the TBU, the stressed syllable, but that, as in Japanese, only one tone may associate per TBU. Simplex words are considered first. By ranking a faithfulness constraint protecting lexical associations, FAith(Assoc), above T $\rightarrow$ TBU constraints, we honour the lexical associations that represent the difference between Accent 1 and Accent 2. Other high-ranking constraints that create wellformed associations are $\mathrm{TBU} \leftarrow \mathrm{T}$ and NoCrowd, which provide every TBU with one tone, and Concatenate, which forbids any tampering with the adjacency of the tones in the lexical pitch accents. TBU $\leftarrow \mathrm{T}$ and NoCrowd are abbreviated as Highranking in tableau (14). Alignment constraints are ranked so as to create well-ordered strings, with tones in the right locations, and are not included in the tableau. Anden 'the duck' has the tone string $\mathrm{L}_{l} \mathrm{H}+\mathrm{L} \mathrm{H}_{l}$. Winning candidate (a) retains the lexical association intact. No other associations can take place, as shown by candidates (b,c): there is only one TBU, an-. In the same tableau, the compound Långanummer is treated. Compounds have minimally two TBUs, here Lång- and num-. In compounds, the ranking $\mathrm{T}_{\text {Lex }} \rightarrow \mathrm{TBU} \gg \mathrm{H}_{\text {Foc }} \rightarrow \mathrm{TBU}$ is crucial, since it implies trailing tone L of the pitch accent is associated in preference to $\mathrm{H}_{F o c}$. Association of L in the winning candidate (a) leads to a target in the second stressed syllable, but at the same time the alignment of its left edge with the right edge of lexical H entitles it to the target after the first stressed syllable, exactly as in (12b). Candidate (b), which fails to produce a low target immediately after the stressed syllable, violates Concatenate; while candidate (c) associates $\mathrm{H}_{\text {Foc }}$ in preference to $\mathrm{L}_{\text {Lex }}$, thus losing to (a). The correct derivation of compound contours again depends on the distinction between alignment (in the OT sense) and association.
(14)

|  |  |  |  | $\begin{gathered} \stackrel{-1}{\stackrel{\rightharpoonup}{x}} \\ \underset{\sim}{d} \\ \underset{\sim}{\underset{\sim}{2}} \end{gathered}$ | $\begin{aligned} & \text { 가 } \\ & \text { ó } \\ & \downarrow \\ & \stackrel{\downarrow}{\mathrm{\sim}} \end{aligned}$ | $\begin{aligned} & \stackrel{-1}{\downarrow} \\ & \stackrel{-}{\underset{c}{c}} \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | * | * | ** |
| $\begin{array}{llll}\text { b. }\{ & & \text { anden }\} \\ & & \\ L_{l} H+L & H & L_{l}\end{array}$ |  |  | *! | ** |  | ** |
|  |  |  | *! | * | * | ** |
| långanummer $\mathrm{L}_{\iota} \mathrm{H}+\mathrm{L} \mathrm{H} \mathrm{L}_{\iota}$ |  |  |  |  |  |  |
| $\text { a. } \text { långa nummer \} }$ |  |  |  |  | * | ** |
| b. $\{$ långa nummer \} <br> $\mathrm{L}_{\iota} \mathrm{H} \quad \mathrm{LH} \quad \mathrm{L}_{\iota}$ |  | *! |  |  | * | ** |
|  |  |  |  | *! |  | ** |

The two targets of L in compounds do not result from spreading: technically, spreading is the acquisition of multiple associations. Still, NoSpread is ranked low in Swedish, since L spreads to all stressed syllables in compounds containing more than two morphological words.

### 11.4 East Norwegian

In this section, the intonation of East Norwegian is described contrastively with the above description of Stockholm Swedish, based on Fretheim (1992), Fretheim and Nilsen (1991), and the summary of Fretheim's work in Kristoffersen (2000). However, I take the liberty of reinterpreting that analysis somewhat, such that it is privative and no need for an 'Accent Phrase' arises.

### 11.4.1 Lexical tone

On the basis of a consideration of the surface forms of declarative pronunciations of the lexical tones of East Norwegian, this contrast can be described as


Fig. 11.1 Synthetic $\mathrm{F}_{0}$ contours on mellan målen/mellanmålen, showing variation in initial, medial, and final peaks (panel a); and identification scores for the compound interpretation out of 60 trials as a function of medial peak height (panel b). From Bruce (1977).
privative, whereby Accent 1 is toneless and Accent 2 is a H -tone in underlying representations (Lorentz 1995), as shown in (15). Words with Accent 1 only ever have intonational tones: no default tone is supplied to Accent 1 words.
(15) Accent 1: (x Accent 2: (x


A difference with Stockholm Swedish is that Accent 2 may be specified on wordfinal syllables, and thus also in monosyllabic words. This is not apparent from citation pronunciations of monosyllabic words, since Accent 2 never appears on
a word-final syllable in the surface representation. However, when the monosyllabic word appears as the first constituent in a compound, its true nature is revealed. While Stockholm Swedish has a single prosodic structure for compounds, East Norwegian has two, as determined by the lexical accent of the first constituent; as in Swedish, the lexical accent on the second constituent disappears. Thus, combining [ ${ }^{1}$ fe: br] and [ ${ }^{1} \mathrm{nat}$ ] gives [ ${ }^{1}$ fe:br nat] 'fever night', and combining [ ${ }^{2}$ ssmmr] and [ ${ }^{1} \mathrm{nat}$ ] gives [ ${ }^{2}$ sommr nat] 'summer night' (Kristoffersen 2000: 264; Bruce and Hermans 1999). In (16), a minimal pair is given with a monosyllabic first constituent member, courtesy of Gjert Kristoffersen. He describes these facts by assuming that the underlying representation of Accent 2 monosyllabic roots includes the H lexical tone specifically as a linking tone for compound formation, on a par with unpredictable linking phonemes like [ə] or [s], used in e.g. fiskesuppe 'fish soup', from fisk and suppe. This solution makes it unnecessary to delete the lexical H when the morphological word surfaces as a monosyllable, since the root would only acquire a lexical H when occurring in first position in a compound.
(16) ${ }^{1}$ Strandvegen
${ }^{2}$ Strandvegen

## 'Strand Road' (where Strand is a proper name) <br> 'Beach Road'

### 11.4.2 The intonational tones

The surface declarative pronunciations of Accent 1 and Accent 2 are LH and HLH, respectively. The Fretheim-Nilsen-Kristoffersen analysis factors out the final H, and assigns L to Accent 1 and HL to Accent 2. However, compared to Stockholm Swedish, East Norwegian lacks the leading H-tone of Accent 1 (Kristoffersen 2000: 251), which makes it possible to analyse the L-tone in the stressed syllable as intonational and consider it a pitch accent together with the following H. That is, while from the East Norwegian contrast (LH ~ (HLH a common element LH can be extracted which exhaustively characterizes Accent 1, extraction of H from the Stockholm Swedish contrast H(LH and (HLH leaves a timing difference for HL. (Similarly, extracting LH leaves an H-tone in both cases, which are moreover subject to an awkward timing difference, since the H-tone of Accent 1 must appear before the word that is specified by it; extracting HLH leaves no lexical tone in either case.) Thus, the difference between Accents 1 and 2 in Norwegian lies purely in the presence of the lexical H-tone for Accent 2 , as shown in (17), where the pitch accent has been added to the representations of (15). In Swedish dialects that are like the Stockholm dialect, but have lost the initial H of Accent 1, a similar privative analysis would be called for, and is in fact given by Riad (2000) and others. As suggested by Gösta Bruce (personal communication 2003), such dialects may now in fact be used in Stockholm: I recorded two Stockholm Swedish speakers who turned out not to have the leading Hin Accent 1.


I give the intonational pitch accent with a starred tone, to indicate the tone that preferentially associates with the TBU, and to distinguish it typographically from the lexical tone. Because Faith(Assoc) ranks above $\mathrm{T}^{*} \rightarrow \mathrm{TBU}$, the pitch accent only associates if the TBU is lexically empty. While the pitch accent is thus bitonal, it does not obey Concatenate. That is, within the $\iota$, an interpolation between $L^{*}$ and H fills up the space between the stressed syllable (plus or minus the H of Accent 2) and the next stressed syllable, which is either occupied by the next intonational pitch accent (L*, for Accent 1) or by the lexical H of Accent 2. In longer $\iota$ s, rising movements are thus strung together, with the peaks occurring before the stressed syllables (Accent 1) or both before and on them (Accent 2). Lastly, the $\iota$ begins and ends with an $\mathrm{L}_{\iota}$. These intonational tones are listed in (18).
(18) a. Intonational pitch accent: L*H
b. Initial boundary tone: $L_{t}$
c. Final boundary tone: $\quad L_{l}$ (declarative)
$\mathrm{H}_{\iota}$ (interrogative)
The space between $\mathrm{L}^{*}$ and H can be quite wide, with H often appearing in a different word from $L^{*}$. The H will always find a tone on its right, either lexical $H$ or the next $L^{*}$, or, if there is no further stressed syllable, $L_{l}$, while $L^{*}$ will creep up to the lexical H on its left, or, if there is no H on that TBU, will itself associate. The pronunciation of non-nuclear pitch accents in Dutch and English is likewise of this 'splayed' type in my analysis (Gussenhoven 1983b; Gussenhoven 1988 and chapter 15). The stretch of speech covered by the rising slope will rarely coincide with a constituent in either Dutch or Norwegian. When the left-hand word has more than one unstressed syllable after the stress and the right-hand word has the stress on a non-initial syllable, the stretch includes word fragments. Nevertheless, Fretheim and Nilsen (1991) and Kristoffersen (2000: 279) consider the stretch a prosodic constituent, the Accent Phrase, in spite of the violation of strict layering implied by this analysis. However, they do not present independent evidence that the stretch encompassed by the tones functions in any sense like a constituent.

To return to the lexical accents, their representation in one-word declarative utterances is thus as in (19), where ${ }^{1}$ [mo:lə] målet 'the measurement' is contrasted with ${ }^{2}$ [ma:lə] male 'to paint' (Kristoffersen 2000: 242). Stockholm Swedish realizes $L_{\iota}$ at the end of $\iota$, but East Norwegian tends to truncate this boundary tone. In final position, the fall may only be realized at mid pitch or disappear entirely, in part depending on the degree of tonal crowding at the $\iota$-end. In the pronunciations shown in panel (a) of figure 11.2 , where $L^{*}$ is realized over the entire stressed syllable, there is a final fall to not-quite-low after penultimate


Fig. 11.2 Accent 1 on måle and Accent 2 on male with declarative intonation (panel a) and interrogative intonation (panel b).

Accent 1, while after penultimate Accent 2, which has one tone more, it is truncated entirely. (These utterances are not the same as those whose $\mathrm{F}_{0}$-tracks are reproduced in Kristoffersen (2000: 240), in which both falls are fully truncated.) The interrogative versions are given in panel (b). The $\mathrm{H}_{l}$ is clearly pronounced both after Accent 1 and Accent 2, as also shown in the schematic representations in (20).


### 11.4.3 Norwegian focus

East Norwegian can be interpreted, like Stockholm Swedish, as having a focal H , which is inserted to the right of $\mathrm{L}^{*} \mathrm{H}$ on the last word in the focus constituent (cf. (6)). However, this $\mathrm{H}_{F o c}$ is not discernible as a separate target from the preceding H of $\mathrm{L}^{*} \mathrm{H}$; rather, the two tones are realized as an extra-high target, as shown diagrammatically in (21a,b) for final and non-final focus constituents, respectively. Arguably, therefore, the two H -tones are reduced to one through the services of OCP. Alternatively, the focal H might be dispensed with entirely, and the prosodic signalling of focus in Norwegian be analysed as a matter of phonetic implementation: the high focal peak would result from a range-expanded pronunciation of $\left(\mathrm{L}^{*}\right) \mathrm{H}$. Fretheim and Nilsen's position is that the difference between narrow focus and neutral focus is discrete, and thus expressed in the phonology, implying that we need $\mathrm{H}_{F o c}$, the counterpart of Swedish focal $\mathrm{H}_{F o c}$.


Fig. 11.3 Speech waveforms and $\mathrm{F}_{0}$ tracks of Jeg tror jeg finner et sted å sove, with neutral focus (panel a) and focus on finner (panel b). Example sentences from Kristoffersen (2000).

After the focus, both the lexical H and the intonational pitch accent are often retained, although deletion of these tones on the last word is not uncommon. In figure 11.3 , the $\mathrm{L}^{*} \mathrm{H}$ on sted and the lexical H and perhaps also $\mathrm{L}^{*} \mathrm{H}$ on sove are retained.
(21) a .

b.


### 11.5 An argument for prelinking

There may be a motivated way of choosing between a prelinked representation of lexical tone, as adopted here, and an accentual one, as in Pierrehumbert and Beckman (1988) and Bruce (1987). Metalinguistic focus for vowels (cf. English I didn't say maniFIST, but maniFEST) respects the lexical tone on the main stress syllable, but uses Accent 1 in other locations (Tomas Riad, personal communication 2001). This is shown in (22), which uses Swedish data, but the Norwegian facts are comparable. This suggests that metalinguistic focus is expressed with a default Accent 1, as in (22a), which is overridden by prelinked Accent 2, as in
(22b). ${ }^{2}$ Under an accentual analysis whereby the accent is on the main stress, the starred tone of $\mathrm{H}^{*} \mathrm{~L}$ would incorrectly associate in prin- in (22a). In compounds, as in the compound for 'beginner' in (22a) (cf. (10)), the stressed syllable of the first constituent has Accent 2 in the metalinguistic use. Since compounds can be freely formed from both Accent-1 and Accent-2 words, the Accent 2 in compounds cannot be prelinked. We can retain our argument, however, by assuming that Accent 2, which is available in the lexicon for compound formation, associates in preference to default Accent 1. In (22), the square brackets mark of the focus constituent.
(22) a.
b. prin ${ }^{2}$ sessor

Jag sa inte [ ${ }^{1}$ PRYN]sessor, utan $\left[{ }^{1}\right.$ PRIN]sessor
c. ${ }^{2}$ ny-börjare Jag sa inte prin[ ${ }^{2}$ SOS]sor, utan prin[ ${ }^{2}$ SES]sor
Jag sa inte [ $\left.{ }^{2} \mathrm{NI}\right]$-börjare, utan [ $\left.{ }^{2} \mathrm{NY}\right]$-börjare

### 11.6 Danish

Standard Danish differs from Swedish and Norwegian in lacking a lexical tone contrast (Grønnum 1983a; Basbøll 2003). More particularly, all words receive a $L^{*} H$ pitch accent, causing Danish utterances to have sequences of rising movements from the stressed syllable and to sound somewhat like Norwegian sentences containing only Accent-1 words. However, the language has a register feature called stød, which appears in syllables that etymologically broadly correspond to syllables with Accent 1 in Norwegian and Swedish. Moreover, there are independent reasons for assuming that Danish must have been the innovative dialect vis-à-vis the tonal dialects (Riad 2000). Since it is not unreasonable to assume that East Norwegian is innovative with respect to Stockholm Swedish through the loss of the leading H in Accent 1 , the question naturally arises of what historical development is responsible for the Danish prosodic system. This question is considered in section 11.6.1, while section 11.6 .2 briefly compares Danish intonation contours with East Norwegian contours with Accent-l words, and concludes that, unlike what previous analyses have assumed, the Danish intonational pitch accent is $\mathrm{H}^{*} \mathrm{~L}$, not $\mathrm{L}^{*} \mathrm{H}$.

### 11.6.1 Stød

Danish stød amounts to contrastive laryngealization ('creak') of the second mora of stressed syllables (Clements and Keyser 1983; Riad 2000; Basbøll 2003). Minimal pairs include [hun] 'dog' - [hun) 'she', [l₹ss] 'reads' [leess] 'reader'. Riad (2000) suggests that the origin of stød may lie in a reinterpretation of a boundary $L_{l}$. If we assume that the glottalization functioned as an enhancement of low pitch, which is not unreasonable in view of the frequent co-occurrence of creak and L-tones, a question that Riad's suggestion raises is how low pitch at the end of a word helped to distinguish (former) Accent-1 words from (former) Accent-2 words. Also, an additional explanation is required for the occurrence
of stød in penultimate stressed syllables. Since the tonal contrast was one of high (Accent-2) pitch versus low pitch (Accent 1) in the stressed syllable, a reinterpretation of $L^{*}$ would appear to provide a more straightforward scenario, as the pitch-lowering gesture would be expected to be made in the stressed syllable, and the glottalization of the end of that syllable would enhance the perceptual quality of low pitch in it. It is therefore plausible that a Norwegian contrast of the type H $L^{*} H$ versus L*H was reinterpreted as L*H versus stød plus L*H. As a first step, the phonetic implementation of Norwegian Accent 2 may have involved a less deep valley between the peaks, as shown in (23), whereby the representation remains intact.
(23)


At this point, the contrast between Accent 1 and Accent 2 is jeopardized, since the two pitch movements might easily be taken to be simple rises. A likely next step, therefore, is to make firm gesture for the low pitch in Accent 1, which would be a sensible way to maintain the contrast. This behaviour must at some point have led to an interpretation of these syllables as having glottalization, or [+murmur], to use Duanmu's feature for Mandarin L-tones syllables, and the non-interpretation of initial H in Accent 2. This is shown in (24). The innovative phonetics to the right of the arrow in (23) appear to the left of the arrow in (24), but with the new phonological interpretation. Subsequently, speakers will have brought their phonetic implementation in line with their representations, as shown to the right of the arrow in (24). Either immediately or subsequently, stød was restricted to syllables with two sonorant moras.


### 11.6.2 The intonational pitch accent in Danish

While one would thus expect Danish utterances to be like Norwegian utterances that consist exclusively of Accent-1 words, there are two differences worth noting. Unlike Norwegian, which tends to have high pitch for the last H-tone, Danish utterances with neutral focus are pronounced with a declining overall trend. That is, there is no obligatory focal tone to express wide presentational focus (Grønnum 1983b). Second, non-initial pitch-accented words tend to have the lowest pitch before the stressed syllable, not in it, while the target of H typically falls one syllable after the stressed syllable if there is one, or sometimes later, but not all the way towards the right, as in East Norwegian. The stressed syllable
thus typically lies somewhere halfway up the upward slope. This suggests that the usual autosegmental interpretation of Danish as having a L*H pitch accent (Pierrehumbert 1980:116) is incorrect, and that it is rather $\mathrm{H}^{*} \mathrm{~L}$, whereby the $\mathrm{H}^{*}$ is aligned late, and downstepped, and L is right-aligned. This is shown graphically in (my interpretation of Grønnum's example) (25), where the targets for $\mathrm{H}^{*}$ are considerably delayed. After the interpretation of intonational peaks as $\mathrm{H}^{*} \mathrm{~L}$, the feature [+murmur] lost its connection with any L-tone.


A historical development whereby a two-peak contour like $\mathrm{L}_{l} \mathrm{~L}^{*} \mathrm{H} \mathrm{L}^{*} \mathrm{H} \mathrm{L}_{\iota}$ was reinterpreted as $\mathrm{L}_{l} \mathrm{H}^{*} \mathrm{~L} \mathrm{H}^{*} \mathrm{~L} \mathrm{~L}_{l}$ is supported by three further observations. First, when the focus is narrow, the $\mathrm{F}_{0}$ in the stressed syllable of the focused word, which represents the lower end of a rising movement, is raised. This is what one would expect of a pitch span increase for $\mathrm{H}^{*}$ : an $\mathrm{L}^{*}$ would be expected to be lowered (cf. Gussenhoven and Rietveld 2000). Second, in declarative sentences, the downward movements in the words before and after the narrow focus tend to begin from the stressed syllables, rather than from a point after the stressed syllables. This could be interpreted as a retreat from prominence, as a reduction in the delay of a $\mathrm{H}^{*}$ tone (cf. sections 5.7.1 and 5.10), but is hard to interpret as the behaviour of $\mathrm{L}^{*}$. An analysis with $\mathrm{L}^{*} \mathrm{H}$ would need to decide between an analysis whereby $\mathrm{H}^{*} \mathrm{~L}$ is used in non-focal constituents of narrow-focus sentences, which implies a phonological interpretation of the timing difference, and an analysis whereby the implementation of $\mathrm{L}^{*} \mathrm{H}$ is speeded up in the syllables flanking the narrow focus, such that the peak occurs early. Neither of these options seems particularly appealing. Third, in questions, focal peaks are even later than in declaratives, as shown in figure 3.1 of Grønnum (1983b). This can easily be interpreted as a case of enhancement of peak height in interrogative intonation, an implementation pattern to be expected for $\mathrm{H}^{*}$, as reported earlier for Dutch (van Heuven and Haan 2002).

The comparison of two Scandinavian tonal dialects showed that the Scandinavian lexical accents may constitute a fully specified (Stockholm Swedish) or a privative contrast (East Norwegian). In addition to the lexical tones, Swedish has a focal $\mathrm{H}_{F o c}$ to mark information focus. Norwegian has an intonational pitch accent $\mathrm{L}^{*} \mathrm{H}$, which marks focus either by expanding the range of the $\mathrm{L}^{*} \mathrm{H}$ of the last word in the focus constituent, or - in an alternative analysis - inserts a focal $\mathrm{H}_{F o c}$ after the last pitch accent in the focus constituent. The choice between the phonetic and the phonological solutions seems difficult to make without further
investigation, although the sheer size of the difference between a focal and nonfocal pronunciation would seem to favour a phonological representation of the focus tone. For the South Swedish variety (Malmö), a 'phonetic focus' analysis has been proposed by Bruce (2001). In the case of Danish, too, the assumption has been that focus increases the pitch span of the focal pitch accent. There is consensus that focus in Danish is expressed by means of pitch range expansion, in the present interpretation, by raising $\mathrm{H}^{*}$. As for interrogative intonation, Standard Danish suspends or attenuates declination, leaving the phonological representation intact (Grønnum 1992) (see also chapter 6).

### 11.7 Conclusion

While following Bruce's analysis of Stockholm Swedish, I modified Fretheim and Nilsen's and Kristoffersen's analysis of East Norwegian in assuming a privative representation of lexical tone: Accent 1 has no representation and Accent 2 has H in the stressed syllable. This implies that the intonational pitch accent is $\mathrm{L}^{*} \mathrm{H}$, rather than just H . By allowing trailing H to align right, a conventional prosodic constituent structure could be assumed. The question whether the focal H is a separate tone or represents a wide-span pronunciation of the trailing H could not be solved, and either analysis seems viable. Instead of adding a focal H after the lexical pitch accent, focus is expressed by boosting the distinctively timed peaks of Accent 1 and Accent 2 and, in the case of Malmö, lowering the post-H low pitch.

A speculative account of Danish assumed that stød arose as a reinterpretation of L* in Accent-1 words, with the simultaneous loss of lexical H. Independently of the details of this scenario, it was postulated that after the H vs. L contrast was given up, the Norwegian-style $L^{*} \mathrm{H}$ was reinterpreted as a late-aligning $\mathrm{H}^{*} \mathrm{~L}$ intonational pitch accent in Danish.

Swedish and Norwegian have considerably simpler intonation systems than West Germanic. Where English, Dutch, and German have a large number of pitch accents to signal various shades on information status $\left(\mathrm{H}^{*} \mathrm{~L}, \mathrm{H}^{*}, \mathrm{~L}^{*} \mathrm{H}\right.$, etc.; see chapter 15), Stockholm Swedish has essentially one intonation contour if we disregard the continuation rise, and so has Danish, while East Norwegian has just two, a declarative and an interrogative contour. Of course, the fact that Scandinavian has (had) lexical pitch accents can be related to the sparser inventory of intonational contrasts. However, the next chapter will show that intonation systems can be more elaborate than those of Scandinavian and still have a lexical tone contrast.

## Notes

1. These 'lexical accents' or 'word accents' are present in the majority of the dialects. Most Swedish dialects spoken in Finland are toneless; toneless Norwegian dialects are spoken in the countryside around Bergen and north of Tromsø (Kristoffersen 2000).
2. An interesting minimal pair demonstrating the movement of the word stress is ${ }^{2} \mathrm{NUNnor}$ spoken with presentational focus and the same word spoken with corrective (metalinguistic) focus on the second (normally unstressed) syllable, as in Inte nunNER, utan nunNOR. While the tonal structures are very similar, $\mathrm{L}_{\imath} \mathbf{H}+\mathrm{L} \mathrm{H} \mathrm{L}_{l}$ versus $\mathrm{L}_{\iota} \mathrm{H}+. \mathrm{L}_{\mathrm{H}_{l}}$, where the bold tone is in the stressed syllable, the stressed syllable in each word will be longer than its unstressed counterpart in the other expression, cf. Heldner and Strangert (2001).

## 12

## The Central Franconian Tone

### 12.1 Introduction

Inevitably, the more intonation contrasts a language has, the harder it is to maintain a system of lexical tone contrasts, and vice versa. West Germanic languages have a large number of intonation contrasts, and so, a priori, the introduction of a lexical tone contrast in one of those languages should be problematic. Essentially, this would double the number of required contrasts, since every intonation pattern will have to be usable on words from two tonal word classes. The language is likely to respond to this situation by reducing the number of intonation contours; by enhancing pitch contrasts by means of other phonetic parameters, like duration or vowel quality; or, if all else fails, by banning certain forms that would otherwise be too similar to other forms, or be particularly hard to pronounce. In the last case, forms that are generated by the grammar are simply not used. We may well regret that we cannot artificially introduce a tone contrast in a West Germanic language to see what will happen, but here is the good news: a lexical tone developed quite spontaneously in the Central Franconian dialect of German, probably around 1300. The novel feature spread, probably from Cologne, as far south as Luxembourg and and as far west as Hasselt (Belgium) and Maastricht (the Netherlands). The tonal area must have been larger than it is now, but it still measures some 160 km north-to-south and 125 km east-to-west (Schmidt 1986; de Vaan 1999), covering four countries in the Dutch-German dialect continuum. ${ }^{1}$ Enough dialects have meanwhile been investigated to be able to say that there has indeed been a variety of responses to the new situation, and all of the above effects, the non-use of grammatical forms, reduction in the number of contrasts, and enhancement of the contrast are in fact attested.

The dialects will be treated from a historical perspective. Beginning with the tonogenesis, I will give the motivations for a number of phonological changes. Three post-tonogenesis changes will be seen to lead to the remarkable grammar of the dialect of Roermond, but more so than was the case in Gussenhoven


Fig. 12.1 Northern part of the tonal area, showing the locations mentioned in this chapter in Germany, the Netherlands, and Belgium.
(2000c), it will be possible to give data from other dialects that share none (Maastricht) or some of these changes (Mayen, Cologne). They are described in sections 12.4-12.5 and involve the introduction of a rising-falling contour for interrogative intonation, the activation of a ban on intrasyllabic rises, and a reversal of the conventional order $\mathrm{T}_{\mathrm{Lex}} \mathrm{T}_{\iota}$ to $\mathrm{T}_{\iota} \mathrm{T}_{\text {Lex }}$ in $\iota$-final syllables. Moreover, different developments took place in Tongeren and Venlo, which are briefly charted in section 12.7. These places are given in figure 12.1.

This chapter amounts to an exercise in determining the relation between phonetic forms and phonological representations. In addition, because of its historical orientation, it illustrates the different factors that are involved in language change in quite striking ways (Labov 1981; Kiparsky 1982a; Kiparsky 1988). In one type, forms that are ergonomically less successful from the point of their production or perception are improved in the phonetic implementation on an $a d$-hoc basis, causing the next generation to construct a new grammar which incorporates the new behaviour. This kind has become known as 'Neogrammarian change'. ${ }^{2}$ In another type, cognitive economy may cause generalizations to be extended, leading to loss of exceptions and paradigm uniformity ('analogy') or the execution of a newly developed grammar so as to produce forms that find no motivation in the phonetics. A third case arises when speakers are confronted with the results
of either type of change, and feel a social obligation to incorporate the new forms into their own system, often giving them novel phonological representations. This type may lead to 'lexical diffusion', the word-by-word replacement of old pronunciations by categorically different new ones. I will flesh out these types of change with examples in section 12.8. ${ }^{3}$

### 12.2 Tonogenesis

The origin of the lexical tone contrast is controversial. I here briefly summarize my own account (Gussenhoven 2000c) and point out the problem noted by Mihm (2002). Other recent work on this issue is de Vaan (1999) and Schmidt (2002). The phonological and morphological configuration which may have led to the lexical tone is given in table 12.1. The chain of events was started by Open Syllable Lengthening (OSL), which caused short vowels in open syllables to be bimoraic in Middle High German and Middle Dutch (Lahiri and Dresher 1999). The process created a large number of nouns with short vowels in the singular and long vowels in the plural. One reaction to this violation of a one-to-one relation between morpheme and phonological form in the German dialects was to lengthen the vowel in the singular, so as to restore paradigm uniformity. As a result of this Analogical Lengthening (AL), both the plural and the singular of the word for 'road', which had a short vowel before these events took place, has a long vowel in Standard German: [veek-veegə]. If we assume that another phonological change was afoot, Apocope, the loss of word-final schwa, we may have an explanation for the introduction of an H-tone. The Central Franconian speakers might have resisted the long vowel in the singular at a point where they had lost the final schwa in the plural, so as to keep singular and plural forms from falling together. In Dutch, AL did not go through, as a result of which it now has some thirty 'irregular' plurals with a long vowel where the singular has a short vowel (e.g. [vex-veeyə]) (Lahiri and Dresher 1999). Central Franconian speakers may have phonetically lengthened the short vowel, adopting the phonetics, but not the phonology of the long vowel of their eastern neighbours. As shown graphically in figure 12.2 , short vowels may have been somewhat truncated in utterance-final position, creating a higher pitch in the last part of the lengthened vowel than occurred in phonologically long vowels, in which the fall would be complete. The postulation of an H -tone then becomes a plausible interpretation of the phonetic lengthening, in particular an H -tone that occurs late in monosyllabic singular forms that have long-vowelled plurals. The form with the tone became known as Dehnung 'lengthening' in German and sleeptoon 'drag tone' in Dutch, later, 'Accent 2', while the form without is referred to as Schärfung 'sharpening' and stoottoon 'push tone' (later Accent 2) (Schmidt 1986; Gussenhoven and van der Vliet 1999).

After the introduction of the tone, the vowel became bimoraic, leading to tonal minimal pairs. The tone spread through the lexicon in phonetically motivated

Table 12.1 Hypothesized phonological interpretation of Analogical Lengthening as a lexical tone in Central Franconian (CF)

|  | German |  | CF |  | Dutch |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Middle Dutch/High German | wex | шеуә | wex | шеуг | wex | шеуә |
| Open Syllable Lengthening |  | шееуә |  | шееуә |  | weeyə |
| Apocope |  | - |  | weex |  | weex |
| Analogical Lengthening | weex |  | [we:ç] |  | - |  |
| Tonogenesis |  |  | wex | weex |  |  |
|  |  |  | \| |  |  |  |
|  |  |  | $\begin{gathered} \mathrm{H} \\ \text { ([we:ç]) } \end{gathered}$ |  |  |  |
| Present situation | veek | veegə | weex | weex | vex | veeyə |
|  |  |  | H |  |  |  |



Fig. 12.2 Hypothesized phonetic lengthening of singular forms, leading to a tonal interpretation of the difference between singular $\left(\mathrm{H}^{*} \mathrm{H} \mathrm{L}_{l}\right)$ and plural $\left(\mathrm{H}^{*} \mathrm{~L}_{l}\right)$ forms.
ways (see below). Today, monosyllabic nouns with Accent 2 that form their plural purely by a shift to Accent 1 are in a minority. Dialects typically have some ten or fifteen of them, with Maastricht still having $/$ weex $^{2} /-/$ weex $^{1} /$ as the singular and plural forms of 'road'.

There are arguments for and against the above scenario. One counterargument might be that languages can do without a morphological distinction for number, and that therefore the pressure to retain it cannot be high. In this connection, it is relevant to know that an obliteration of morphological contrasts after Apocope was counteracted in the German dialects in a variety of ways. Generalization of umlaut (/arm/- /ærm/, earlier /armə/) was one strategy; another was the reinterpretation of the duration difference of vowels before voiced and voiceless obstruents as a quantity difference, as in/deif/-/dzi:f/, earlier/dzivə/). The latter development led to a three-way quantity contrast before obstruents, as in /wit - wi:t - wi:st/ 'white, far, expanse', in the Hamburg area (cf. further Wiesinger's and Dingeldein's contributions to Besch et al. 1983). A more serious
argument against the theory is given by Mihm (2002), who reports a difference in the spelling of certain long vowels in open and closed syllables in a sixteenthcentury Cologne manuscript. It is tempting to see these spellings, with Mihm, as reflexes of a tonal contrast. The problem for the theory in table 12.1 , however, is that the manuscript regularly has unapocopated words. If the connection between the tonogenesis and Apocope is to be maintained, therefore, either the spelling distinctions must not reflect the tone contrast, or ApOCOPE must have occurred earlier so as to allow the tonogenesis, its absence in the manuscript being due to the restoration of weak-vowelled suffixes. ${ }^{4}$

An important argument for the theory is that it predicts that the lexical tone was H and that high pitch occurred late in the syllable of singular monosyllabic nouns, all of which are correct. It also predicts that an additional feature of Accent 2 may have been phonetic lengthening. In fact, syllables with Accent 2 are longer than syllables with Accent 1 in the dialects of Maastricht, Cologne, and Venlo, while no dialects have been reported with the opposite pattern. Thirdly, if the creation of phonetic length was at a premium in syllables with Accent 2, other phonetic features that enhance duration may have been used which might still be observable today. There are in fact two such features. One is tongue height. In a number of instances of phonological change, vowels with Accent 2 developed closer reflexes than those with Accent 1. The second is monophthongization. Diphthongal pronunciations are associated with Accent 1, and monophthongal pronunciations with Accent 2. In section 12.3, I will discuss these differences further and explain how they may relate to the need to enhance a duration difference between the two word accents. A fourth argument can be based on the existence of distributional correlations between certain segments and the tone. Although the present-day dialects do not consistently show low pitch at the end of a syllable with Accent 1 and high pitch at the end of a syllable with Accent 2, as presumed in (12.2), the segmental correlations are understandable if this was in fact the original situation. Before voiceless obstruents, Accent 2 appears to be favoured, which must be due to the fact that such obstruents attract high pitch. In addition, high vowels, which have high intrinsic $\mathrm{F}_{0}$, attract Accent 2. More specifically, according to Wiesinger's (1975) distributional 'Rule A', Accent 2 appears if the vowel is a high monophthong or is a closing diphthong, i.e. if there is a close vowel at the end of the syllable peak, and the following consonant is voiceless. I assume that these correlations arose through contact-tonogenesis or as a result of the propagation of the tone through the lexicon in later developments, as in the case of $U$ described in section 3.6.1, rather than being responsible for any $d e$ novo tonogenesis (cf. Gussenhoven 2000c).

### 12.3 The first stage

Let us make the simplifying assumption that speakers were concerned to preserve just two intonation contours for monosyllables, a declarative fall and a rise
for questions and non-finality, henceforth the 'interrogative'. Assuming minimal tonal structure, these might have been as in (1) before the introduction of the lexical tone. The rise could have had $\mathrm{H}^{*}$ (cf. the open target) or $\mathrm{L}^{*}$, either of which would have given a rising intonation together with the H-boundary tone.


The introduction of the lexical H -tone on the second mora would lead to the situation in (2) for Accent 1 in the declarative and interrogative contours, and to (3) for Accent 2 in the same intonation contours. The lexical H in (3a,b) will lengthen the high-pitched section in the phonetics. These examples are from the present-day dialect of Maastricht, whose system would appear to be close to the original situation. Both $(3 a, b)$ sound somewhat drawled compared to the clipped pronunciations of (2).


The general impression of greater length for Maastricht's Accent 2 has led to the belief that the contrast between the two word accents is durational, rather than tonal. However, across a larger number of contexts the tonal character of Accent 2 is unambiguous. For instance, post-focally, when $\mathrm{H}^{*}$ is absent, the lexical H can be observed by itself, as in the word eike 'oak' in (4b), which contrasts with eike 'little egg' in (4a). In other words, in some contexts, the effect of the lexical H -tone on the $\mathrm{F}_{0}$ contour amounts to a lengthening of the pitch movement, because its target is similar to one or both adjacent targets, but in those cases where it is not, its existence is also evident from its distinctive $F_{0}$ target.
(4)



In fact, the way in which the dialect enhances Accent 2 allows us to make a connection with the hypothesized tonogenesis. Not only are syllables with Accent 2 longer, certain developments affecting vowel quality can be interpreted as aiding the perception of greater duration. First, the diphthongization of [ir, y: $u$ :] to [ $\varepsilon$ i, oey, $\lrcorner u$ ], which took place in the eighteenth century, failed in words with Accent 2 (de Vaan 2002). Even today, the spread of this diphthongization still occurs at a slower rate in syllables with Accent 2 than in syllables with Accent 1 in a number of villages in Belgium (Peeters and Schouten 1989). Also, in dialects spoken in Belgium that have lost the tone distinction, the reflexes of certain vowels in Accent 1 words are more open than in Accent-2 words (Cajot 2001). This suggests that Accent-2 combines preferably with close vowels. Unpublished research shows that listeners judge close vowels to have longer durations than mid vowels when acoustic durations are equal, which effect must be due to a similar kind of 'compensatory listening' as that found by Silverman (1984) for intrinsic pitch. Since close vowels have higher $\mathrm{F}_{0}$, listeners hear them as having lower pitch than open vowels with the same physical $\mathrm{F}_{0}$ (see section 1.4.3). Similarly, because close vowels are shorter than open vowels due to the shorter passage of the tongue body to and from consonantal articulatory positions, they are heard as longer than open vowels when physical durations are equal. The tendency towards closer vowels for Accent 2 may thus be due to the speaker's desire to sound as if the vowel is long.

Independently, diphthongization may aid in the perception of short vowels. It is a striking feature of many Limburgian dialects that the second elements of diphthongs in syllables with Accent 1 are strengthened to [j, w]-glides. There are, for instance, contrasts like $/ \varepsilon \mathrm{i} / \sim / æ j /$ in the now toneless dialect of Weert whose distribution reflects the tonal distinction of neighbouring tonal dialects. This suggests that a diphthong with Accent 1 was reinterpreted as a short vowel-plus-glide combination and thus kept distinct from the diphthong in former Accent-2 words (Heijmans 1999; Heijmans 2003). By pronouncing [ $\varepsilon i]$ as [ $\varepsilon j]$, effectively changing a VV-rhyme into a VC-rhyme, the perceived duration of the vowel shifts from 'long' to 'short', since the glide is interpreted as part of the coda. Interestingly, in the Maastricht dialect, quite substantial allophonic differences exist between Accent-1 and Accent-2 pronunciations of the diphthongs $/ \varepsilon i$, oey, $\lrcorner u /$, where those with Accent 1 are firmly diphthongal and those with Accent 2 are very nearly monophthongal (Gussenhoven and Aarts 1999).

### 12.4 Improving the interrogative contrast

In declarative contours, the contrast between (2a) and (3a) must have been relatively easy to perceive. Instead of the late-peaking syllable of the Maastricht dialect, the two H-tones in (3a) may have been pronounced as separate peaks, a pronunciation still to be found in Cologne, for instance (Heike 1962). In either case, the drawn-out pronunciation contrasted with the rapid fall to low pitch in Accent 1. In $\iota$-internal declarative contexts, the $\mathrm{H}^{*} \mathrm{H}$ of focused Accent-2 syllables contrasted with a single $\mathrm{H}^{*}$ for Accent 1, which, in combination with final $L_{\iota}$, plays out as a timing difference for the fall. An illustration from Venlo is given in (5a,b) (see also section 7.3.3).
(5) a.

b.


This contrast between early and late falls is a common feature of the present-day dialects. More usually, contour (5b) has a late peak rather than a late fall, as in the Roermond and other dialects, as shown in (6). This particular difference between Venlo and Roermond is an example of the language-sensitivity of implementation rules. That is, there is no reason to assume that $\mathrm{H}^{*}$ changes into a $\mathrm{L}^{*}$ in the Roermond dialect. In fact, in section (12.4.3) I will show that this would be an impossible assumption.


By contrast, it may have been hard to distinguish rises that differed in speed or excursion size, and the lexical tone contrast must therefore have been vulnerable in interrogative contours (cf. (2b) vs. (3b)). In any event, in a large area, linguistic change affected $\iota$-final and $\iota$-internal focused syllables in interrogative contours. One change amounted to the addition of $\mathrm{L}_{\iota}$ after the $\mathrm{L}^{*} \mathrm{H}_{\iota}$ contour, and was motivated by a low perceivability of the contrast in focused $\iota$-final syllables. The
second introduced a contextually determined adjustment of the lexical H to L , which improved the contrast in focused $\iota$-internal syllables.

### 12.4.1 Final interrogatives

A drastic measure salvaged the pitch contrast in $\iota$-final interrogatives: so as to suggest that (3a) had Accent 1, a falling movement was added after the rise, as shown in (7a). This must have signalled to the listener that the intonation was that of a question, but that the word was like an Accent-1 word as said with neutral (i.e. declarative) intonation. Example (7) is from Mayen (Schmidt 1986). The final fall in [man] 'basket', shown in (7a), was not commented on in Schmidt's thesis, but attested in $\mathrm{F}_{0}$ tracks presented there and reproduced in Gussenhoven (2000c). Because of its subtle nature, which may well cause it to be mistaken for a fade-out reversal at the end of sonorant-final utterances, Künzel and Schmidt (2001) refer to it as an 'epitone’. Their data show it is significantly different from the endings of interrogative utterances ending in focused final syllables with Accent 2, like [man] 'man', given in (7b).


Contour $L^{*} \mathrm{H}_{l} \mathrm{~L}_{l}$ combines with the lexical tone in the case of (7b). In order to explain the non-realization of final $\mathrm{L}_{\iota}$, a phonetic truncation analysis must be assumed, Franconian truncation (8), banning the realization of a fourth tone in a syllable, as indicated graphically by the open target in (7b).
(8) Franconian Truncation: After T*, pronounce at most (Implementation) two tones in the same syllable

The question might be asked if the grammar could not stipulate that $\iota$-final syllables with Accent 1 have $L^{*} \mathrm{H}_{l}$ as the interrogative contour, while those with Accent 2 have $L^{*} \mathrm{H}_{l} \mathrm{~L}_{l}$. In the interpretation of Hayes (1990), the theory of Lexical Phonology will allow postlexical contextual information to be included in the lexicon ('precompilation'). Arguably, therefore, we might have an intonational lexicon which includes (9), an allomorphy statement comparable to that required for $/ \partial /$ and pre-vocalic $/ \partial n /$ for the English indefinite article.
(9) Interrogative intonation: $\left[\begin{array}{ll}L^{*} H_{l} \text { in the context } & \sigma\}_{\iota} \\ & { }^{*} H_{\iota} L_{l}\end{array}\right]$

The problem with (9), however, is that these contours cannot both have lexical status. Unlike $/ \partial / \sim / \partial n /$, both of which appear in the same context, as in villa $\sim$ villain, $\mathrm{L}^{*} \mathrm{H}_{\iota}$ does not occur in other contexts. Therefore, the interpretation of contextually determined phonetic variation is inevitable. In fact, a situation much like (9) does exist in the dialect of Venlo, where the two contours contrast in other contexts. I return to this point in section 12.7.3.

### 12.4.2 Non-final interrogatives

Even though the motivation for its introduction was found in $\iota$-final syllables with Accent 1 , the interrogative contour appears quite generally as $\mathrm{L}^{*} \mathrm{H}_{l} \mathrm{~L}_{l}$. When $\mathrm{L}^{*}$ occurs on an $\iota$-internal focused syllable, the fall described by $\mathrm{H}_{l} \mathrm{~L}_{l}$ will appear on a final syllable. In the focused syllable, Accent 1 has rising pitch, while Accent 2 has low pitch, as shown in (10), which shows non-final is, from Schmidt (1986). The difference in pitch before the final peak shown here in the stylized contours is clear from $\mathrm{F}_{0}$ tracks presented by Schmidt (p. 201, reproduced in Gussenhoven 2000c).


'When there is a baptism ...'

The salience of the $\iota$-internal contrast was evidently increased by the creation of a low-level pitch for Accent 2. The resulting contrast between rising (Accent 1) and low-level pitch (Accent 2 ) represents an improvement over a contrast between two rises, one resulting from $L^{*} \mathrm{H}_{l}$ and the other from $\mathrm{L}^{*} \mathrm{H} \mathrm{H}_{l}$, which would have to differ in speed of change. The question arises whether $L^{*} L$ arose from $L^{*} H$, as assumed in Gussenhoven (2000c), or whether $\mathrm{H}^{*} \mathrm{H}$ went to $\mathrm{L}^{*} \mathrm{~L}$ at one go. In Gussenhoven (2000c), I assumed that the addition of the 'epitone' changed L* $\mathrm{H}_{c}$ to $\mathrm{L}^{*} \mathrm{H}_{l} \mathrm{~L}_{l}$, but on the basis of the phonology of the Maastricht dialect, which has no $\mathrm{L}^{*}$, we might also assume a development of $\mathrm{H}^{*} \mathrm{H}_{l}$ to $\mathrm{H}^{*} \mathrm{H}_{l} \mathrm{~L}_{l}$. In fact, as suggested by John Kingston (personal communication 2003), considerations of contrast enhancement make this move from HHL, where the second H is upstepped, to LHL very probable. Moreover, if $L^{*}$ developed after the addition of the 'epitone', $\mathrm{H}^{*} \mathrm{H}$ together lowered to $\mathrm{L}^{*} \mathrm{~L}$ at one go. This is a more plausible development, since a change from mid level to low level is a less drastic event than a change from rising to low level pitch. Either way, while the initial motivation for the change of $\mathrm{H}^{*}$ to $\mathrm{L}^{*}$ may have been to make the accented syllable more different from the following $\mathrm{H}_{l}$, a by-product was the creation of the rise vs. low level contrast illustrated in (10). ${ }^{5}$

In terms of OT, NoRise, given as (2) in chapter 8 , must be promoted to ban the expected $\mathrm{L}^{*} \mathrm{H}$ in the Accent-2 syllable. Of two possible alternatives, deletion of the lexical tone and its change to L , the latter is more highly valued, as Max$\mathrm{IO}(\mathrm{T})$ outranks Ident ( $\mathrm{T}_{\text {Lex }}$,). A possible form $\mathrm{H}^{*} \mathrm{H}$ can be excluded by ranking $\operatorname{Ident}\left(\mathrm{T}^{*}\right)$ above $\operatorname{Ident}\left(\mathrm{T}_{\text {Lex }}\right)$. This is shown in tableau (11).


### 12.4.3 The rise of NoRise

The question arises whether NoRise became active outside the context which motivated its promotion, (7b). Specifically, we would like to know if the constraint is applicable to $L^{*} H$ sequences in which $H$ represents $\mathrm{H}_{\iota}$ instead of the lexical H . We can answer this question on the basis of detailed measurements for the dialect of Roermond. In this dialect, the pitch rise in the equivalent of contour (10a) reaches its end-point outside the accented syllable (Gussenhoven 2000a). This suggests that in that dialect, unlike $L_{l}, \mathrm{H}_{\iota}$ does not associate with the empty mora of focused Accent-1 syllables. While the Accent-1 fall in focused $\iota$-internal syllables with declarative intonation is completed within the focused syllable, quite as in the case of the Venlo contour shown in (5a), the Roermond Accent-1 rise does not reach fully high pitch at the end of the focused syllable. Significantly, in the Venlo dialect, in which NoRise has no role to play, $\mathrm{H}_{\iota}$ does associate to the empty second mora of accented syllables (see (27), chapter 7).

The Roermond contours are shown in (12a,b). The data in Gussenhoven (2000a) also show that the boundary tones associate in the last stressed syllable, as indicated in (12).


First, tableau 13, which shows evaluations of declarative contours, shows how TBU $\leftarrow \mathrm{T}$ together with a low ranking of NoTarget, cause the association of $\mathrm{L}_{t}$ to the second (empty) mora in the focused syllable. Candidates (c) and (d) fail to left-align and right-align, respectively.


Tableau (14) shows how NoRISE prevents $\mathrm{H}_{l}$ from associating in the interrogative candidate (a). Now, candidate (b), with double alignment of $\mathrm{H}_{l}$, is optimal, which candidate corresponds to (11a). There is no solace to be had from changing $\mathrm{H}_{l}$ to
$\mathrm{L}_{\iota}$, as in candidate (c), which founders on $\operatorname{Ident}(\mathrm{T})$. Candidate (d) fails because $\mathrm{H}_{l}$ does not left-align, while candidate (e) fails because it does not right-align. It will now also be clear that the Roermond $\iota$-internal late peak for declarative Accent 2 (see 6 ) must be described by $\mathrm{H}^{*} \mathrm{H}$, and not by $\mathrm{L}^{*} \mathrm{H}$, which would be thrown out as illegitimate.


We have thus seen that NoRise, by targeting any sequence of LH, has two rather different effects. In non-final Accent-2 syllables, it causes $H$ to change to $L$; but in non-final Accent-1 syllables, it prevents $\mathrm{H}_{\iota}$ from associating with the accented syllable. In the next section, we will consider the question whether NoRise was given any role to play in $\iota$-final syllables.

### 12.4.4 NoRise is $\iota$-final syllables

On the basis of the form for the Mayen interrogative $\iota$-final Accent 2, the rise of (7b), it does not seem possible to decide whether NoRise is active there. The rise could equally well be described by $\mathrm{L}^{*} \mathrm{HH}_{l}\left(\mathrm{~L}_{l}\right)$ as by $\mathrm{L}^{*} \mathrm{LH}_{l}\left(\mathrm{~L}_{l}\right)$ (where
the parentheses indicate phonetic truncation). The dialect of Cologne, however, clearly uses L*L in $\iota$-final syllables. This dialect has extended Franconian Truncation to syllables with Accent 1. In unpublished research with Jörg Peters, we found that the contrast between Accent 1 and Accent 2 relies on a duration difference, with the 'epitone' disappearing in both cases, as shown in (15). Crucially, it is the low-pitched part of the syllable which is longer in Accent 2.


NoRise must be taken to ban associated LH within a syllable, since the sequence of the lexical L and $\mathrm{H}_{\iota}$ occurring after $\mathrm{L}^{*}$ is tolerated. ${ }^{6}$ The effects of NoRise, then, are seen quite generally in the Cologne dialect. In the next section, I will show it is also crucially active in $\iota$-final syllables in the Roermond dialect, but there is an interesting twist to the story. For this we must turn to the third and last change for this dialect.

### 12.5 Improving the contrast in $\iota$-final declaratives

The Mayen system represented in (7) and (10) underwent a further change in the west, notably in the dialect of Roermond, but similar dialects are spoken in Düren, a German town roughly equidistant from Cologne and Roermond (Jörg Peters, personal communication 2002), as well as in Maasbracht (Hermans 1994), just west of Roermond. Unlike the surfacing NoRise and the introduction of the 'epitone', this change had an articulatory rather than a perceptual motivation. Specifically, the two-peak pronunciation that had arisen in $\iota$-final syllables in focused declaratives must have developed a dip between the peaks, after which the fall of the second had become truncated. This theoretical stage is shown in (16), illustrated with Roermond sentences.


Although the extension of Franconian truncation to the declarative context in (16b) may seem quite natural, the relations between HHL and a fall-rise, on the one hand, and LLHL and a rise, on the other, may be too opaque for children to continue to construct the Mayen grammar. A transparent representation for a phonetic fall-rise is HLH and for a rise LH, or perhaps LLH or LHH. The remarkable fact is that these transparent relations can be obtained at one stroke if the lexical H -tone could be sequenced after the intonation $\mathrm{L}_{l}$ and $\mathrm{H}_{l} \mathrm{~L}_{l}$ in $\iota$-final contexts. This is shown in $(17 \mathrm{a}, \mathrm{b})$, which give the new representations for $\iota$-final declarative Accent 1 and 2, and (18a,b), which does the same for the interrogative intonation. The 'epitone' has acquired a fully low realization in this dialect, as shown in (18a). The representation in (18b) arises from the new ordering of the tones, i.e. $\mathrm{L}^{*} \mathrm{H}_{l} \mathrm{~L}_{l}$ followed by the lexical H . Since the first two moras would now be associated with $\mathrm{L}^{*} \mathrm{H}_{\iota}$ in violation of NoRise, the correct representation is $\mathrm{L}^{*} \mathrm{~L}_{l} \mathrm{~L}_{l} \mathrm{H}$. I show $\mathrm{L}_{l} \mathrm{~L}_{l}$ as $\mathrm{L}_{l}$, as it would seem reasonable to assume that it is not meaningful to repeat phonologically and morphologically like tones.


In terms of OT, this means that the alignment constraint that aligns $\mathrm{T}_{\text {Lex }}$ rightmost in the syllable (19) is ranked above the alignment constraint that aligns $\mathrm{T}_{\iota}$ rightmost in the $\iota$. As explained in section 8.3.4, $\operatorname{Align}\left(\mathrm{T}_{\text {Lex }}, \mathrm{RT}\right)$ is not satisfied if a further tone appears in the syllable, as is doubly the case in candidates (b) and (c) in tableau (20). Candidate (d) fails to satisfy NoRise, while candidate (e) goes overboard by changing both H-tones to L-tones. The correct candidate (a) wins by satisfying both $\operatorname{Align}\left(\mathrm{T}_{\text {Lex }}, \mathrm{R} T\right)$ and NoRise, and remaining otherwise faithful to the input.
(19) $\operatorname{Align}\left(\mathrm{T}_{\text {Lex }}, \mathrm{Rt}\right)$ : Align-( $\left.\mathrm{T}_{\text {Lex }}, \mathrm{Rt}, \sigma, \mathrm{Rt}\right)$, or $\mathrm{T}_{\text {Lex }}$ is aligned right in its syllable
(20)


By adopting $\operatorname{Align}\left(T_{\text {Lex }}, R t\right) \gg \operatorname{Align}\left(T_{t}, \mathrm{Rt}\right)$, the Roermond-type dialect ended up with a grammar that produces transparent relations between representations and phonetic contours. In addition, the lexical tone distinction is reasonably clear in final position, as shown in (17) for the declarative and (18) for the interrogative, as well as in non-final position, where the contrasts are equivalent to those given for Venlo in (5) and Mayen in (7). Significantly, Roermond has no enhancement of the lexical pitch contrast, either by means of duration or vowel quality.

### 12.6 Outside the focus

The three changes in the grammar that followed the introduction of the tone were motivated on the basis of the perceptual and articulatory ergonomics in the processing of intonationally accented syllables. Interestingly, the realization of Accent 1 and Accent 2 in syllables without an intonational pitch accent confirms the grammar we have derived for the Roermond dialect. While the contrast is lost in unaccented, non-final syllables in Roermond and Venlo (Gussenhoven and van der Vliet 1999; Gussenhoven 2000b; see also section 8.4), it is maintained in unaccented $\iota$-final syllables. The forms that the word tones take in this position, shown in (21) and (22), must be innovative pronunciations that were created purely as the result of the grammar having taken the shape it had. To begin with the interrogative, Accent 1 is realized by a wide pitch fall, the result of (non-truncated) $\mathrm{H}_{l} \mathrm{~L}_{l}$, shown in (21a). Spectacularly, (21b) has $\mathrm{H}_{l} \mathrm{~L}_{l} \mathrm{H}$ on the last syllable, describing a fall-rise which listeners with a Standard Dutch or German background are almost certain to misinterpret as a focusing pitch accent. To be
sure, if the syllable knien were to be spliced out from this example, it would be an impeccable pronunciation of a focused, declarative $\iota$-final realization, just as a spliced-out knien from (21a) will sound like a declarative Accent 1. For the Roermond listener, however, the perception of lack of focus is induced by the low pitch on the preceding word, representing $L^{*}$.
(21) a .

‘So do you have BLACK rabbits?’
b.


Similarly, the contrast in the declarative contours is predictable from the grammar, in that the H comes after the lone $\mathrm{L}_{\iota}$ in non-focused $\iota$-final syllables with Accent 2. This is shown in (22b), which contrasts with Accent 1 in (22a).
(22)

'My foot is attached to my leg'
From a historical perspective, the interest in (21b) and (22b) lies in their cognitive motivation. Their phonetics was created by the specification of the grammar; it did not arise from articulatory or perceptual ergonomics, and did not have a role in shaping that grammar, which is the usual direction in the chain of cause and effect.

### 12.7 Other reinterpretations

In this section, data from two further dialects are presented that illustrate other developments, Tongeren and Venlo. As for the Tongeren dialect, the interest is
in the reversal of tone values that has taken place as a result of a reinterpretation of delayed contours. For the Venlo dialect the case will be made that it acquired the tone contrast relatively recently, and that it created a compromise form for $\iota$-final Accent 2 between that of the Roermond-type dialects on its south and its non-tonal equivalent on its north. Also, the dialect's grammar produces a form that is not used.

### 12.7.1 Tongeren delay

Delayed peaks must have lain at the basis of a strikingly different system in the dialect of Tongeren (Belgium), where the contrast is between a lexical L (Accent 2) and no tone (Accent 1), a development that can be explained as the reinterpretation of strongly delayed pronunciations. In (23), the $\iota$-internal declarative contrast is shown. Like the contrast between ( 5 a), which contour is used both in Venlo and Roermond, and Roermond's (6), the contrast amounts to timing difference of the peak, but, relative to the Roermond contrast, the peaks occur further to the right, with the one for Accent 2 appearing in the next word. As a result, the accented syllable has a fall in both cases, but in (23a), a subsequent rise begins just inside the syllable, which in (23b) occurs after it. The phonological interpretation ${ }^{7}$ is that Accent 1 is toneless, but Accent 2 has an L-tone, which is sequenced before the intonational pitch accent, quite as in Scandinavian. Before the pitch accent, the pitch is high, so that instead of a default initial $L_{l}$, Tongeren has initial $H_{l}$. As in Maastricht, the lexical tone is maintained in post-focal position, which here causes the pitch to fall to low at the end of the stressed syllable of the word for 'listen'. In a number of ways, then, the tonal system of the dialect of Tongeren is the reverse of the systems of the more northerly dialects spoken in the Netherlands. First, it has reversed values of the lexical tone, the declarative pitch accent, and the initial boundary tone; and second, the order of $\mathrm{T}_{\mathrm{Lex}}$ and the pitch accent is the reverse of that in other dialects.

'I would like to listen to the benediction'

The assumption that, historically, (23a,b) are delayed peaks is supported by a second striking feature of the dialect, its excessive truncation. Monosyllabic utterances exemplifying the singular and plural forms of the word for 'rabbit' are given in (24). In the Accent-1 form (24a), the rise begins in the last part of the vowel. By contrast, that in the Accent-2 form (24b) does not start until the [n]. The rest of the contour is truncated in both forms. By adding further unstressed syllables, the complete contours would gradually appear, roughly one syllable earlier for Accent 1 than for Accent 2. While more work on Tongeren is needed, it is clear that this dialect is structurally very close to the Stockholm Swedish system described in chapter 11. Panel (a) of figure 12.3 shows pronunciations of (24a,b).


In (23) and (24), the assumption is that the stressed syllable is the TBU, and that there are no contouring associations. However, this assumption is not strongly motivated. Phonetically, the lexical L appears late in the syllable, and so does the $L^{*}$ in Accent 1. The CV transition of the accented syllable has a high target, causing the first part of the syllable to have falling pitch. The question arises, therefore, whether lexical L and $\mathrm{L}^{*}$ might not associate with the second sonorant mora, leaving the first sonorant mora for $\mathrm{H}_{c}$ (in the case of the first accented syllable) or trailing H (in the case of following accented syllables) to associate with. I give this alternative analysis of (23b) in (25).


While (25) would appear to be an adequate representation for the phonetic form concerned, it is not clear that the dialect actually uses the sonorant mora as its TBU. The account in (25) predicts that in syllables with one sonorant mora, like [kas] 'candle', the pitch is low from the CV-boundary onwards, since the only mora will be occupied by $L^{*}$, preventing preceding H-tones from associating. While this prediction appears correct on the basis of some of the data, there are also instances of such syllables with a falling or falling-rising contour. At this point, we will conservatively assume that the representations in $(23 a, b)$ are correct.

### 12.7.2 Venlo's non-salient tones

The most northerly tonal dialect in the Netherlands is that of Venlo. Some data were already given in (5), as well as in (27) in chapter 7 . To the ear of speakers of non-tonal varieties of Dutch, nothing would seem to make it distinct from the intonation of the standard language, all its contours falling within the range of phonetic variation of Standard Dutch contours. The dialect has in fact retained a Dutch-type intonation system, using four nuclear contours, as observed in section 8.3 . By and large, it maintains the lexical tone contrast within the phonetic space that is available for a single phonological category in the standard language. Understandably, these contrasts can be quite subtle. An example is (26). While, like the Roermond dialect, the dialect has a lexical H on the second sonorant mora of stressed syllables, this tone assimilates to L before $\mathrm{L}_{l}$ if it occurs on the last TBU of $\iota$. Thus, the final declarative Accent-1 syllable is (26a), which is the same as the corresponding form in Roermond, while (26b) is Accent 2. The $\mathrm{L}_{t}$ will have a fully low target when it can associate, but tends to have the same or a somewhat higher target than the (assimilated) lexical L when it cannot, as in (26b).


In many of the toneless dialects to the immediate west and north of Venlo, the equivalents of the members of tonal minimal pairs are homophones. Form (26b) may therefore be seen as a compromise between the fall-rise of the more southerly Roermond form shown earlier in (17b) and the plain fall of the non-tonal dialects. In general, by making the lexical tone identical to the immediately following $\mathrm{T}_{l}$, it only ever has $\mathrm{LL}_{l}$ or $\mathrm{HH}_{l}$ in $\iota$-final syllables with Accent 2, which in part explains the lack of salience of the tonal contrasts. Panel (b) in figure 12.3 shows pronunciations of the Venlo forms in (26).

### 12.7.3 Venlo's $\iota$-final interrogatives

In the interrogative intonation, the dialect contrasts two contours to express the difference between Accent 1 and Accent 2 that in the standard language represent different intonation contours. Before $\mathrm{H}_{l} \mathrm{H}_{v}$, the contrast between Accent 2 and syllables without lexical tone (regardless of the number of sonorant moras) is expressed by $\mathrm{H}^{*} \mathrm{H}$ (Accent 2 ) versus L*. This is shown for $\iota$-final syllables in (27). Gussenhoven and van der Vliet (1999) treated this distinction as a case of allomorphy. That is, $L^{*}$ occurs on syllables that do not have a lexical tone in $\iota$ s ending in $\mathrm{H}_{l} \mathrm{H}_{v}$. As pointed out by Rachel Fournier, the distinction can equally be treated as resulting from a phonological adjustment. If the intonation contour




Fig. 12.3 Accent 1 on [kna:jn] 'rabbits' and Accent 2 on [kna:jn] 'rabbit' in the Tongeren dialects with declarative intonation (panel a); and the Venlo declarative utterances 'That is a bear' (Accent 1, panel b) and 'That is beer' (Accent 2, panel c).
is $\mathrm{L}^{*} \mathrm{H}_{\iota} \mathrm{H}_{v}$ underlyingly, we can change $\mathrm{L}^{*}$ to $\mathrm{H}^{*}$ before H in the same syllable to create the correct distribution. The contrast is shown in $\iota$-final position in (27). As said above, it exists in the standard language as an intonational contrast, that between the 'low rise', or $\mathrm{L}^{*} \mathrm{H} \mathrm{H}_{l}$, and the 'high rise', or $\mathrm{H}^{*} \mathrm{H}_{l}$ (see also section 15.2.1).

'Is that a bear?'

b. $\langle\{$ Is tat beer $\}\rangle$
$\mathrm{L}_{\iota} \rightarrow \mathrm{H}^{*} \mathrm{H}_{\iota} \mathrm{H}_{v}$ 'Is that bear?'

The Venlo dialect in fact has two interrogative contours. By the side of $\mathrm{L}^{*} \mathrm{H}_{l} \mathrm{H}_{v}$, it has $\mathrm{H}^{*} \mathrm{~L}_{l} \mathrm{H}_{v}$. The latter contour can be used on all $\iota$-internal syllables, but in $\iota$-final syllables it only combines with Accent 2 . That is, monosyllabic $\mathrm{H}^{*} \mathrm{~L}_{\iota} \mathrm{H}_{v}$ does not occur (28a), and a monosyllabic fall-rise is thus always analysed as $\mathrm{H}^{*} \mathrm{H}$ $\mathrm{L}_{l} \mathrm{H}_{v}(28 \mathrm{~b})$. The explanation lies in the contradictory meanings of lengthening cues. A falling-rising pitch movement on a single syllable requires a long time compared to syllables with simpler pitch movements. Since in the Venlo dialect,
lengthening may be used to enhance the perceptibility of Accent 2, a monosyllabic falling-rising contour combines best with Accent 2 . Comments by native speakers that the syllable would have to be spoken 'too quickly' for it to signal Accent 1 appear to confirm this.


The form is avoided

'Is that beer?'

### 12.8 Conclusion

This chapter has presented a speculative account of a number of tonal changes that may have occurred in a dialect area around Cologne. It is perhaps inevitable that aspects of this account are simply wrong. However, I feel that the exercise has succeeded in yielding a number of instructive instances of interaction between phonetics and phonological representations. These can be categorized on the basis of the kind of motivation that lay behind the change. The first cut is between changes that are motivated by efficiency, types (a) and (b) in (29), and those for which such motivation is demonstrably absent and which can therefore only be understood as socially motivated changes. These second-hand changes are listed as type (c). The first group divides into changes that are motivated by cognitive economy, type (a), and those that have a phonetic motivation, type (b). Changes of type (a) are traditionally grouped under the heading of 'analogy', suggesting that there is always some form that serves as a model for the new form, but they also include the creation of new forms that a newly evolved grammar produces (section 12.6). A straightforward example of analogical change is Analogical LENGTHENING, which amounted to the restoration of paradigm uniformity after Open Syllable Lengthening had lengthened vowels in some forms but not in others sharing the same word stem (/wex/ ~/weeyə/). Another well-known type of analogy occurs when a phonetically motivated process is extended to a wider context, such as when the OCP-relieving s-insertion between stems ending in $[\mathrm{k}]$ and the diminutive [kə] was extended to stems ending in any dorsal consonant in many dialects of Dutch. As a result, not only do these dialects have [Rækskə] for underlying /Rok-kə/ 'skirt-DIM', but also [Rıyskə] for /Rıŋ-kə/ 'ring-DIm' and [kRæıçskə] for [kRa:x-kə] 'collar-DIM' (cf. [kœpkə], from /kəp-kə] 'cup-DIm'). Significantly, however, a new form may also be generated by a newly changed grammar and no specific form can be identified that can have served as the direct model for the new form. This is the case for declarative and interrogative post-focal contours in the dialect of Roermond. The clearest
example is the fall-rise on $\iota$-final non-focused syllables with Accent 2, given as (21b). It is clearly type (a), however, since it is phonetically very different from the equivalent contours in dialects that did not share the de-sequencing of lexical tone and the $T_{l}$, to use Frota's (2002) term, and thus cannot be seen as an ergonomic improvement of any precursor.
(29) Types of phonological change
a. Cognitive economy
(i) Paradigm uniformity: MHG Analogical Lengthening
(ii) Extended generalization: Roermond post-focal contours
b. Improving speech ergonomics
(i) Articulation: Roermond truncation and De-Sequencing

MHG/Middle Dutch Open Syllable Lengthening
(ii) Perception: Mayen's 'epitone’

Mayen's H-assimilation
c. Second-hand changes, i.e. the adoption of the results of types
(a) and (b) without the motivation:

Central Franconian tonogenesis
Venlo fall-to-not-quite-low
Type (b) is motivated by the phonetics, i.e. by the ergonomics of speaking and listening. This type of change is known as 'Neogrammarian change', in particular if its progress to the new representation is fully regular (Labov 1981; Kiparsky 1988). A case was presented where a poorly discriminable contrast was repaired with the help of a new phonetic behaviour which was subsequently interpreted phonologically. This is the addition of a subtle fall at the end of $\iota$-final interrogative rises with Accent 1, which led interrogative $L^{*} \mathrm{H}_{l} \mathrm{~L}_{l}$ through the addition of what Künzel and Schmidt (2001) have called the 'epitone'. The change of L*H, or more probably $\mathrm{H}^{*} \mathrm{H}$, to $\mathrm{L}^{*} \mathrm{~L}$ is another such case. In addition, I presented a case of a phonetic form which was hard to produce, the $\iota$-final two-peak declarative contour of proto-Roermond, phonologically $\mathrm{H}^{*} \mathrm{HL}_{l}$. This was truncated so as to produce a fall-rise, which was subsequently interpreted as $\mathrm{H}^{*} \mathrm{~L}_{l} \mathrm{H}$, the tone de-sequencing that led to a drastic restructuring of the grammar.

Third, changes may be 'second hand', in the sense that they are motivated by the desirable behaviour of speakers of a different variety. Three phonological changes passed in review that resulted from a different phonological interpretation of a phonetic form than existed in the grammar of the speakers from whom the form was adopted. In one case, a long vowel was interpreted as a short vowel plus H-tone, the tonogenesis described in section 12.2. In a second case, diphthongs with Accent 1, which were phonetically shorter than diphthongs with Accent 2, were interpreted as short vowel-plus-glide combinations in Weert, with /stein ${ }^{2} / \sim / \operatorname{stcin}^{1} /$ going to /stein/ $\sim /$ stæjn/. Phonetically, short vowel-plus-glide combinations are shorter than diphthongs in the dialect of Weert, spoken on the periphery of the tonal area. In a third case, a fall-rise (HLH) was interpreted
as a fall-plus-level (HLL), when Venlo speakers adopted the $\iota$-final Accent 2 declarative $\left(\mathrm{H}^{*} \mathrm{~L}_{l} \mathrm{H}\right)$ as $\mathrm{H}^{*} \mathrm{LL}_{l}$. Given that a dialect continuum is typically characterized by phonetically gradual differences, once every so often phonetically similar forms will inevitably have different phonological representations in speakers of neighbouring communities, while the same must be true for consecutive generations in the temporal continuum. In two cases, an interpretation identical to that which exists in the source dialect could be shown to be problematic. In the case of the Central Franconian tonogenesis, an interpretation of the long vowel as a bimoraic vowel was ruled out because of the existence of bimoraic vowels in otherwise identical plural forms. And in the Venlo case, a fall-rise $\left(\mathrm{H}^{*} \mathrm{~L}_{l} \mathrm{H}_{v}\right)$ was in use as a question intonation.

Two final remarks are made. First, there may be a lingering belief that phonological changes are gradual in the sense that representations are only minimally changed by any innovating generation of speakers. This view ignores the fact that the construction of grammars is a function of surface phonetics and our grammarbuilding faculty. Language learners cannot inspect their parents' phonological representations; they can only create phonological interpretations of their parents' phonetic forms. Cases of 'drastic' phonological change are therefore not inherently implausible. A second observation concerns the chain of events leading from the lengthening of singular monosyllabic nouns that have long-vowelled plurals to the emergence of the fall-rise of $\iota$-final non-focused syllables with Accent 2, which represents a laborious series of $a d-h o c$ repairs of undesirable aspects of the phonology and the phonetics. While each of the phonological changes discussed in this chapter may illustrate that speakers' behaviour during phonological change is somehow motivated, it is striking to see that they reveal a blatant disregard for the possible wider consequences.

## Notes

1. The contrast has very probably disappeared completely from Lëtzebuergesch (Goudailler 1987; Gilles 1999).
2. The term 'Neogrammarian' is a mistranslation of German Junggrammatiker ('Young grammarians'), which was a 'calque or the expressions "Jungdeutschen", "Junghellenen", or "Jungtürken", denoting a series of impetuous nationalistic literary and political movements in Germany, Greece and the Ottoman Empire, respectively' (Seuren 1998). The change is known as 'Neogrammarian' because this group of nineteenth-century linguists had a working hypothesis that phonological change is exceptionless.
3. These scenarios leave out of account the case of phonetically unmotivated ('arbitrary') change arising within a speech community. This type may well exist.
4. Mihm's contribution represents an argument against any theory that seeks to relate the tonogenesis to the loss of word-final schwa. However, some connection between the Central Franconian tonogenesis and apocope is pervasive in the literature on this topic.
5. So far, no dialects have been found that contrast $L^{*} H_{l} L_{l}$ with $L^{*} H H_{l} L_{l}$, which contrast would be predicted by the original theory, in which the 'epitone' is added to $\mathrm{L}^{*} \mathrm{H}_{t}$.
6. In Gussenhoven (2000b), I interpreted NoRise generally, and protected the final rise by means of position faithfulness. These descriptions would appear to be equivalent, but the present one saves a column in the tableaux.
7. The Tongeren examples and their tonal analyses are from unpublished work by Linda Heijmans, who is not, however, responsible for the historical speculations.

## 13

## French

### 13.1 Introduction

This chapter presents a phonological description of $\omega, \phi$, and $\iota$ in French, an intonation-only language. Also, a tonal grammar will be presented that accounts for the language's intonation contours: it predicts what the contrasts are and explains why contours that are well formed in other languages are not possible in French. The $\phi$ and to a lesser extent the $\omega$ determine the distribution of pitch accents, which arise from the interplay between clash resolution and the desire to mark boundaries of $\phi \mathrm{s}$ and $\omega \mathrm{s}$ with pitch accents. Pitch accents are relatively frequent, and there is usually more than one in a $\phi$, often in the same word. Since $\phi$ s also tend to be shorter than in English, there are more pitch accents in French than in English. Delais (1995) estimates that 40 per cent of all syllables are accented in read speech, while for the same speech style Post (2000b) reports a mean distance between accented syllables of 1.74 syllables, which puts the percentage of accented syllables at 36 per cent. My own estimate for English is 27 per cent. When there is more than one pitch accent in a $\phi$, their distribution is in part governed by rhythmical considerations. Occurrences of adjacent pitch accents within the same $\phi$ are rare (cf. Verluyten 1982).

One of the exciting challenges of French intonational phonology is to account for this distribution of pitch accents. There is considerable variation in this distribution, in part depending on the variety and in part on the speech style. For instance, an expression like enfant adoptif 'adoptive child' may be pronounced enFANT ADopTIF, enFANT adopTIF, or ENfant adopTIF, though not ??ENfant ADopTIF or ??enfant ADopTIF, assuming an unemotional, full-focus pronunciation. We will see that this variation can in part be laid at the door of optionality in the $\phi$-structure, which leads to alternative placements of accents, and in part to optionality in $\phi$-internal accent distributions. As explained in section 8.5.1, optionality can be accounted for by constraint reranking (Anttila 1997). Among other things, we will see that left-alignment in the phrase competes
with right-alignment in the word, so as to cause alternative accentuations in some structures. Also, these alignment constraints may or may not be dominated by a constraint that bans the occurrence of 'remote clashes', i.e. accents that have only a single unaccented syllable between them. The present analysis is a revised version of the analysis of Post (2000b). The main differences concern the introduction of the constraint NoRemoteclash referred to above, a revision of her constraint Hammock, which is here interpreted as banning $\phi \mathrm{s}$ with fewer than two accents (as opposed to banning $\phi$ s with fewer or more than two), and in regarding initial accents as being due to the left-alignment of accents with the $\phi$, not with the $\omega$. Section 13.2 is devoted to this topic.

It is only the $\iota$ that is attended by boundary tones. Since French $\phi$ s have no boundary tones, they are not as clearly demarcated by the intonation as Bengali $\phi \mathrm{s}$, which typically end in $\mathrm{H}_{\phi}$, as illustrated in section 7.3.2. The $\phi$-structure in French thus reveals itself through the patterns of pitch accent distribution, as well as by final lengthening on the $\phi$ 's last syllable (Post 2000a). The final boundary tones of $\iota$ are optional. The prosodic break at the end of an $\iota$ is nevertheless fairly clearly audible even without $\mathrm{T}_{\iota}$ because of the mid pitch at the end, whose salience is comparable to that created by the realization of a boundary tone.

Section 13.3 presents an analysis of the melodic structure of French intonation, which is essentially that of Post (2000b). In this analysis, the only accented tone of French is $\mathrm{H}^{*}$. In pre-nuclear position, it varies with $\mathrm{H}^{*} \mathrm{~L}$, where L blocks downstep, which generally occurs on $\mathrm{H}^{*}$ after an H -tone within $\iota$. Interestingly, the analysis allows us to identify a number of illegitimate contours that are in fact unattested, like a series of downstepping peaks, a 'flat hat' with equal accentual peaks, or monosyllabic rise-falls and fall-rises. Moreover, by assuming that central tones associate, we can account for the absence of $L$ in final position, as well as for a melodic restriction on utterances with adjacent accents.

Although it is possible to deaccent after the focus in French, the language is biased towards the retention of pitch accents throughout the utterance, and towards the expression of information structure by means of word order (Jun and Fougeron 2000; Di Cristo and Jankowsky 1999). This topic is not discussed here.

### 13.2 Prosodic phrasing

In this first section, the OT analysis of $\phi$-phrasing and of its effects on the distribution of pitch accents is presented in a number of separate subsections (13.2.1-13.2.4). It will be seen that different constraint rankings produce the required range of variation in accent distribution for a given $\phi$-phrasing. In section 13.2.5, the variability in $\phi$-phrasing itself is described, including its effects on the pitch-accent distribution, which again can be accounted for by constraint reranking. Accentuation of function words is briefly discussed in section 13.2.6, while a summary appears in section 13.2.7.

### 13.2.1 Basic patterns

As observed in the introduction, pitch-accent distribution in French is determined by the $\omega$ and $\phi$. As for $\phi$, we will for the time being equate $\phi$ with XP, and introduce the constraints that are responsible for the pitch accents at their beginning and end, $\operatorname{Align}\left(\phi, \mathrm{H}^{*}, \mathrm{Rt}\right)(1)$ and $\operatorname{Align}\left(\phi, \mathrm{H}^{*}, \mathrm{Left}\right)(2)$, as well as the constraint that may seek their deletion, NoClash.
(1) $\operatorname{Align}\left(\phi, \mathrm{H}^{*}, \mathrm{Rt}\right)$ : Align the right edge of every $\phi$ with a pitch accent.
(2) $\operatorname{Align}\left(\phi, \mathrm{H}^{*}\right.$, Left $):$ Align the left edge of every $\phi$ with a pitch accent.
(3) NoClash: Pitch accents are not adjacent.

The constraints $\operatorname{Align}\left(\phi, \mathrm{H}^{*}, \mathrm{Rt}\right)$ and NoClash outrank $\operatorname{Align}\left(\phi, \mathrm{H}^{*}, \mathrm{Left}\right)$, as can be seen by considering a disyllabic $\phi$ like Marie, shown in tableau (4). Because of NoClash, it can have only one accent, and the ranking of the alignment constraints determines it will be on the second syllable. Thus, a two- $\phi$ structure like MaRIE PLEURE 'Mary is crying' will contrast with the single $\phi$ MArie CLAIRE. As shown for the isolated word Marie in tableau (4), a single disyllabic $\phi$ loses its initial accent. ${ }^{1}$ By contrast, in the $\phi$ MArie CLAIRE, violation of NoClash can be avoided and accents on first and last syllables will result.
(4)

| ${ }_{\phi}(\text { Marie })_{\phi}$ |  |  |
| :---: | :---: | :---: |
| a. MaRIE | \| | * |
| b. MArie | *! |  |
| c. MARIE | \| *! |  |
| ${ }_{\phi}(\text { Marie Claire })_{\phi}$ |  |  |
| a. MArie CLAIRE | 1 |  |
| b. maRIE CLAIRE | *! | * |
| c. marie CLAIRE | 1 | *! |

The relevance of $\omega$ can be seen in $\phi$ s that begin with function words. I assume that $\omega$ corresponds to a lexical item. This excludes articles, prepositions, and
pronouns, like $l e$ ' $\mathrm{DEF}+\mathrm{SG}+\mathrm{MASC}$ ', $a u$ 'to $+\mathrm{DEF}+\mathrm{SG}+\mathrm{MASC}$ ', $j e$ 'I'. (Pronouns are proclitic to the verb. In non-clitic positions, there are accentable, strong forms of pronouns, as in the one-word utterance Moi! 'Me!/I!', for instance.) Example (5a) gives garçon with an accent on the final syllable. The first syllable (le) is unaccented, even though the syllable count is identical to that of (5c), which does have an initial accent. Similarly, in (5b) there is an initial accent, but it appears on the first syllable of the $\omega$ nécessité, not on the first syllable of the $\phi$. The reason for the avoidance of the first syllable of l'impossibilité will be given below.

```
(5) a. {[ le (garÇON) ]}
    'the boy'
    c. {[ I'INduSTRIE ) ] }
        'the industry'
```

```
b. {[ la (NÉcessiTÉ ) ] }
    'the necessity'
d. { [ (l'imPOSSibilitÉ) ]}
    'the impossibility'
```

To account for the avoidance of accent on $l e$ in (5a), I assume a high-ranking constraint that disallows accents outside $\omega$. In effect, therefore, the first syllable of garçon counts as the first syllable of the $\phi$ for the purposes of $\operatorname{Align}\left(\phi, \mathrm{H}^{*}, L e f t\right)$. Moreover, the $\omega$ indirectly influences the location of the first accent through an interaction between the onset of its first syllable and the number of syllables it has. To account for the unaccented first syllable of l'impossibilité, Post makes use of a constraint PeakProminence, which requires that a syllable with a pitch accent must correspond with a syllable that has an onset in the lexical representation. Thus, in (5d), $\operatorname{Align}\left(\phi, \mathrm{H}^{*}, \mathrm{Left}\right)$ is non-optimally satisfied by the pitch accent on the second syllable. However, l'INduSTRIE does have an accent on its initial syllable. In order to avoid that, in an attempt to satisfy both PeakProm and NoClash, l'industrie ends up with accent on its final syllable only, Post (2000) assumes a constraint Hammock, which requires that there are exactly two accents in the phonological phrase. Because this formulation makes problems for the description of $\phi$ with more than two accents, Hammock is here taken to require that there be minimally two accents in a $\phi$.
(6) PeakProm: An accented syllable corresponds with a syllable with an onset in the input.
(7) Наммоск: A phonological phrase has at least two accents.

Tableau (8) shows how these patterns are derived. NoClash outranks Hammock, to ensure that we do not end up with le GARÇON; with Hammock >> PeakProm, we select l'INduSTRIE over single-accented *l'induSTRIE, while PeakProm $\gg \operatorname{Align}\left(\phi, \mathrm{H}^{*}\right.$,Left $)$ ensures that l'IMpossibiliTÉ does not take over from l'imPOSsibiliTÉ. ${ }^{2}$
(8)

| le garçon |  |  | 0 0 N N 0 O 3 |  |
| :---: | :---: | :---: | :---: | :---: |
| a. le garçon | I | * |  | * |
| b. le GARÇON | *! |  |  |  |
| c. le GARçon | *! | * |  |  |
| la nécessité |  |  |  |  |
| *a. Ia NÉcessiTÉ |  |  |  |  |
| b. la néCEssiTÉ |  |  |  | *! |
| c. la néCESsité | *! | * |  | * |
| l'industrie |  |  |  |  |
| a. I'INduSTRIE | , |  | * |  |
| b. I'inDUSTRIE | *! |  |  | * |
| c. l'indusTRIE | + | *! |  | * |
| l'impossibilité |  |  |  |  |
| \&a. l'imPOssibiliTÉ |  |  |  | * |
| b. I'IMpossibilité |  |  | *! |  |

To prevent accents from proliferating, *T ranks above the alignment of accent with a syllable. For instance, l'imPOssiBIliTÉ would so far be equally good by (8) as the correct version l'imPOssibiliTÉ, because, like the latter form, it does not violate any of the constraints in tableau (8). ${ }^{*} \mathrm{~T}$ is ranked below the constraints discussed so far, allowing accents where we have transcribed them, and disallowing them elsewhere.

While the above account does what it is meant to do, there are two concerns. First, РеaкРrom attributes the reluctance of onsetless syllables to bear pitch accents to lack of prominence (cf. Prince and Smolensky 1993). However, phonetic research into the perception of durational differences suggests that the effect of onsets on prosodic structure is not due to syllable weight or syllable sonority (Goedemans 1998: 122). Word beginnings are universally selected for carrying the phonologically most sensitive contrasts, while also playing a special role in lexical encoding and word recognition (Nooteboom 1996; Beckman 1997). From this point of view, one would expect word beginnings to be exploited phonologically, rather than avoided. The paradoxical avoidance of accent and stress on onsetless word-initial syllables may be explained as a policy of abandoning an imperfect word beginning altogether. See Downing (1998) for a phonological treatment of this issue.

Another problem concerns the fact that, on the surface, the first syllable of a vowel-initial word typically does have an onset, as provided by the preceding
word (cf. (5c,d)). For the purposes of PeakProm, the presence of an onset is therefore established on the basis of the phonological structure in the lexicon, not the postlexical $\omega$. The way in which this discrepancy is to be accounted for depends in part on the model of OT that one adopts. In a widely espoused view, there are no intermediate levels of representation between the underlying representation, where words like impossibilité have an open syllable, and the surface representation. Since the initial syllable may be provided with an onset on the surface, a constraint that bans pitch accents from onsetless syllables would be ineffective in l'impossibilité. Under this view, PeaкProm might be formulated as an OO-faithfulness constraint, such that a pitch-accented surface syllable corresponds to a syllable with an onset in an isolated pronunciation of the word, when the definite article is not there (see section 8.5.2). In an alternative view, there are intermediate levels of representation, and every pair of adjacent levels can be served by its own OT grammar (Kiparsky forthcoming). Thus, lexical items could be provided with an initial accent and a final accent in the lexicon, with the exclusion of any initial open syllable. Postlexically, such syllables would be closed, and the ultimate surface pattern derived. In chapter 14, there are in fact compelling considerations for English accentuation patterns for adopting this 'level-ordered' solution.

### 13.2.2 $\omega$-final accents

The data discussed in the previous section could be accounted for either by assuming that $\phi$ s attract pitch accents, as we have done, or by assuming that $\omega$ s do. It has fairly generally been assumed that the French accent is essentially a phrase-level phenomenon (Pulgram 1965; Fox 2000). However, the need for $\phi$-internal $\omega$-final accents is not hard to establish. First, in formal pronunciations of multi-word $\phi$ s like TRÈS joLIS garÇONS 'very nice boys', the location of the medial accent cannot be determined by phrasal alignment. Second, cases like JoLIS garÇONS 'nice boys' show that the first accent of $\phi$ may go to an $\omega$-final syllable in preference to a $\phi$-initial syllable. (Although JOlis garÇONS is a possible pronunciation, it is not part of the formal speech style assumed here; see further below.) If only $\operatorname{Align}\left(\phi, \mathrm{H}^{*}, \mathrm{Rt}\right)$ is active, neither of these cases is accounted for by the analysis so far. Constraint (9) $\operatorname{Align}\left(\omega, \mathrm{H}^{*}, \mathrm{Rt}\right)$ must therefore be active.
(9) $\operatorname{Align}\left(\omega, \mathrm{H}^{*}, \mathrm{Rt}\right)$ : The right edge of every $\omega$ coincides with an accent.

To obtain JoLIS garÇONS, left-alignment must not only rank below $\operatorname{Align}\left(\phi, \mathrm{H}^{*}, \mathrm{Rt}\right)$, as shown earlier in tableau (8), but also below $\operatorname{Align}\left(\omega, \mathrm{H}^{*}, \mathrm{Rt}\right)$. Tableau (10) makes it clear that if left-alignment were to rank above $\operatorname{Align}\left(\omega, \mathrm{H}^{*}, \mathrm{Rt}\right)$, un JOli garÇON, candidate (b), in which the first accent is on the $\phi$-initial syllable, would be optimal. However, pronunciation (a) is the
form we want. Similarly, in une asSEZ jolie JUPE 'a rather nice skirt', the first accent is on the final syllable of assez, since jolie is now unavailable for accentuation on account of the violation of NoClash by candidate (d). Only if there is no lexical word to the left of jolies in des jolies jupes 'Nice skirts' will an accent go to the initial syllable of jolies, in order to avoid running foul of НАммоск, as does candidate (b), or NoClash, as does candidate (c).

| un joli garçon |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| a. un joLl garçon |  |  |  | * |
| b. un JOli garçon |  |  | *! |  |
| une assez jolie jupe |  |  |  |  |
| \%a. une asSEZ jolie JUPE |  |  | * | * |
| b. une ASsez JOlie JUPE |  |  | **! |  |
| c. une ASsez jolie JUPE |  |  | **! |  |
| d. une asSEZ joLIE JUPE | *! |  |  | * |
| des jolies jupes |  |  |  |  |
| *a. des JOlies JUPES |  |  | * |  |
| b. des jolies JUPES |  | *! | * | * |
| c. des joLIES JUPES | *! |  |  | * |

$\operatorname{Align}\left(\omega, \mathrm{H}^{*}, \mathrm{Rt}\right)$ must rank below both NoClash and $\operatorname{Align}\left(\phi, \mathrm{H}^{*}, \mathrm{Rt}\right)$. This can be demonstrated with the two-word $\phi$ très VITE 'very quickly', as shown in tableau (11). If $\operatorname{Align}\left(\omega, \mathrm{H}^{*}, \mathrm{Rt}\right)$ had its way, candidate (a) would be worse that either candidate (b) or (c). This also shows that $\operatorname{Align}\left(\omega, \mathrm{H}^{*}, \mathrm{Rt}\right)$ is active in combination with $\operatorname{Align}\left(\phi, \mathrm{H}^{*}, \mathrm{Rt}\right)$.

| très vite |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| \%a. très VITE | I | * | * | * |
| b. TRĖS vite | *! | * | * |  |
| c. TRĖS VITE | ! *! |  |  |  |

The ranking $\operatorname{Align}\left(\omega, \mathrm{H}^{*}, \mathrm{Rt}\right) \gg \operatorname{Align}\left(\phi, \mathrm{H}^{*}, \mathrm{Left}\right)$ thus accounts for Di Cristo's (1999) minimal pair PERsonaliTÉ 'personality' and the single $\phi$ perSONNES
aliTÉES 'bed-ridden persons', the latter being equivalent to un joLI garÇON in (10). However, as indicated above, frequently used phrases may be pronounced as if they were single words in recent varieties of French, according to the 'accentual bi-polarization principle' (Di Cristo 2000). If, for the sake of the argument, this tendency were to apply to 'bed-ridden persons', the pronunciation would be PERsonnes aliTÉES. To account for this pronunciation, we do not have to assume that $\omega$ s merge into $\phi$ s; this assumption may be unwarranted, since the syllable durations of phrasal -sonnes $a$ - are likely to be longer that of -sonnain the word, despite the identical accentuation patterns. Instead, we need only rerank $\operatorname{Align}\left(\omega, \mathrm{H}^{*}, \mathrm{Rt}\right)$ and $\operatorname{Align}\left(\phi, \mathrm{H}^{*}, \mathrm{Left}\right)$, something that will be clear without an additional tableau. This variable ranking of $\operatorname{Align}\left(\omega, \mathrm{H}^{*}, \mathrm{Rt}\right)$ and $\operatorname{Align}\left(\phi, \mathrm{H}^{*}, \mathrm{Left}\right)$ accounts for the first case of variation in French accent placement. In section 13.2.4, $\phi$-medial variation is discussed.

### 13.2.3 No $\omega$-initial accents

Post (2000b: 96) assumes that left-alignment of accents is word-based, rather than $\phi$-based, on the basis of the argument that in pronunciations like la NÉcessiTÉ the accent is on the first syllable of the $\omega$, not on the first syllable of the $\phi$. However, as said in section 13.2.1, a high-ranking constraint that only allows accentuation of lexical words would be an adequate theoretical response to this fact. Moreover, an active constraint $\operatorname{Align}\left(\mathrm{H}^{*}, \omega\right.$, Left $)$ would predict the occurrence of a medial accent on $v \hat{e}$ - in the $\phi^{*}$ un TRĖS vieux VEteMENT 'very old garment'. If this is an acceptable pronunciation at all, it would only be so in very formal speech, and the constraint is therefore best kept invisible, i.e., ranked below T*. Similarly, in neither the conservative nor the more modern variety does the pronunciation ?PERsonnes AliTÉES occur, even in speech styles that do allow pronunciations like TRÈS joLIS garÇONS. I conclude that initial accents are due to left-alignment with $\phi$, not with $\omega$.

### 13.2.4 Variation in medial accents

In the previous section, it was seen that $\phi$ may have more than two accents, in which case the medial accents are word-final, which was accounted for by allowing $\operatorname{Align}\left(\omega, \mathrm{H}^{*}, \mathrm{Rt}\right)$ to be effective. Medial accents will disappear in lessformal speech, however. As a result, the medial accent in expressions like un asSEZ joLI garÇON ‘a rather nice boy', TRÈS joLIS garÇONS ‘very nice boys', EXcelLENT traVAIL 'excellent work' is variably present. Post (2000b) does not discuss this type of variation. I interpret the disappearance of the medial accent as a case of clash avoidance, and accordingly propose NoRemoteClash (12), which forbids the occurrence of accents maintaining only one unaccented syllable between them. That is, while NoClash bans [**], NoRemoteClash bans [*. *].
(12) NoRemoteClash: Accents are more than one unaccented syllable apart.

In our tableaux so far, NoRemoteClash has been invisible, i.e. ranked below all constraints that were shown to be active. Promotion of this constraint will first cause it to be reranked with $\operatorname{Align}\left(\phi, \mathrm{H}^{*}, \operatorname{Left}\right)$, the lowest constraint we have considered. Moving it up further will place it above $\operatorname{Align}\left(\omega, \mathrm{H}^{*}, \mathrm{Rt}\right)$. I begin by showing the effect of NoRemoteClash in this latter ranking for the phrase très jolis garçons 'very nice boys'. To begin with, tableau (13) shows the situation with NoRemoteClash ranked out of sight. As seen above, this ranking gives us the multi-accented form, due to satisfaction of $\operatorname{Align}\left(\omega, \mathrm{H}^{*}, \mathrm{Rt}\right)$ and lower ranking $\operatorname{Align}\left(\phi, \mathrm{H}^{*}\right.$, Left $)$.

| TRĖS jolis garçons |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| *a. TRĖS joLIS garÇONS |  |  |  |  |  |
| b. TRES jolis garÇONS |  |  | *! |  |  |

If NoRemoteClash outranks $\operatorname{Align}\left(\omega, \mathrm{H}^{*}, \mathrm{Rt}\right)$, the middle accent disappears, since it now fatally violates NoRemoteClash. This is shown in tableau (14).

| TRĖS jolis garçons |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| a. TRĖS joLIS garÇONS | , |  | *!* |  |  |
| *b. TRĖS jolis garÇONS |  |  |  | * |  |

NoRemoteClash interacts with $\operatorname{Align}\left(\phi, \mathrm{H}^{*}\right.$, Left $)$ in situations where the effect of $\operatorname{ALIGN}\left(\omega, \mathrm{H}^{*}, \mathrm{Rt}\right)$ is cancelled out, which happens when two forms violate the constraint in equal measure. The decision is then left to NoRemoteclash or $\operatorname{Align}\left(\phi, \mathrm{H}^{*}, L e f t\right)$, depending on which dominates which. This occurs in structures of the type (15), instantiated by expressions like toujours près de vous 'always near you', beaucoup plus civil 'much more polite', jamais bien construit 'never well built'.
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If we assume that NoClash will have its way, two forms result that each violate $\operatorname{Align}\left(\omega, \mathrm{H}^{*}, \mathrm{Rt}\right)$ once, $1 \emptyset 3 \emptyset 5$ and $\emptyset 2 \emptyset \emptyset 5$. The competition between these forms is to be decided by lower ranking constraints: the first form violates NoRemoteClash; the second $\operatorname{Align}\left(\phi, \mathrm{H}^{*}, L e f t\right)$. It is in structures like (15), therefore, that the ranking of $\operatorname{Align}\left(\phi, \mathrm{H}^{*}, \mathrm{Left}\right)$ and NoRemoteClash is critical. Tableaux (16) and (17) illustrate the situation for beaucoup plus civil. Notice that avoiding all violations for the latter two constraints, as achieved by candidate (c), is pointless, as it incurs two violations of $\operatorname{Align}\left(\omega, \mathrm{H}^{*}, \mathrm{Rt}\right)$. (Of course, the ranking NoRemoteClash $\gg \operatorname{Align}\left(\phi, \mathrm{H}^{*}, \operatorname{Left}\right) \gg \operatorname{Align}\left(\omega, \mathrm{H}^{*}, \mathrm{Rt}\right)$ would select candidate (c) as the optimal form, in conformity with Di Cristo's (1999) 'accentual bi-polarization principle'.)

| beaucoup plus civil |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| a. BEAUcoup PLUS ciVIL | 1 |  | * |  | ** |
| b. beauCOUP plus ciVIL | $1$ |  | * | *! |  |
| c. BEAUcoup plus ciVIL | 1 |  | **! |  |  |

(17)

| beaucoup plus civil |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| a. BEAUcoup PLUS ciVIL |  |  | * | *!* |  |
| \%b. beauCOUP plus ciVIL |  |  | * |  | * |
| c. BEAUcoup plus ciVIL |  |  | **! |  |  |

It is not hard to see that further promotion of NoRemoteClash would cause initial accents to disappear in structures like des jolies jupes. If ranked above Hammock, the latter constraint is incapable of forcing an accent on the first syllable, since the remote clash with the accent on jupes must be avoided. Interestingly, therefore, this analysis with gradual promotion of NoRemoteClash makes predictions as to which accent 'deletions' are most likely. The first to be affected are structures like (15), with plus being unaccented in beaucoup plus civil. Next, excellent travail, très jolis garçons, etc. will lose the medial accent from the antepenultimate syllable. The least likely to be affected are initial accents
in trisyllabic $\phi$ s like jolies jupes, bien construit 'well built', pas toujours 'not always'.

### 13.2.5 Variation in $\phi$-structure

In the previous sections, it was shown among other things that variable ranking of $\operatorname{Align}\left(\phi, \mathrm{H}^{*}, \operatorname{Left}\right)$ and $\operatorname{Align}\left(\omega, \mathrm{H}^{*}, \mathrm{Rt}\right)$ will produce variation between perSONNES aliTÉES and PERsonnes aliTÉES, and also that variable ranking of NoRemoteClash and $\operatorname{Align}\left(\omega, \mathrm{H}^{*}, \mathrm{Rt}\right)$ will produce variation between $D E U X$ garÇONS joYEUX and DEUX garçons joYEUX 'two happy boys'. To compound matters further, French $\phi$-structure is variable. In fact, these very examples may be single $\phi \mathrm{s}$, as assumed so far, or consist of two $\phi$ s. It will be clear that the presence of a $\phi$-boundary between the noun and the adjective in these NPs will affect the accent distribution. With a $\phi$-boundary between personnes and alitées, the ranking of $\operatorname{Align}\left(\phi, \mathrm{H}^{*}, \operatorname{Left}\right)$ and $\operatorname{Align}\left(\omega, \mathrm{H}^{*}, \mathrm{Rt}\right)$ becomes immaterial. Either way, the pronunciation would be perSONNES AliTÉES, where the accent on $A$ is due to $\operatorname{Align}\left(\phi, \mathrm{H}^{*}, \mathrm{Left}\right)$. And a $\phi$-boundary after -çons in DEUX garÇONS joYEUX would put a stop to the variation in the accentuation of this syllable, as it would be $\phi$-final and thus accented regardless of the ranking of NoRemoteClash and $\operatorname{Align}\left(\omega, \mathrm{H}^{*}, \mathrm{Rt}\right)$.

In this section, it is shown that the syntactic constituent that right-aligns with $\phi$ is either an XP-internal XP or the highest XP, a choice which causes variation in complex NPs. Let us first establish that XP right-aligns with $\phi$. For instance, sentence (18a), which consists of two clauses, has three $\phi \mathrm{s}$, as indicated. Since there is no $\phi$ boundary before rejoigne, the right edge of $\phi$ must be aligned with the right edge of each XP, and the stray, non-lexical nous must be included in a $\phi$ with rejoigne. Now, an instruction to align the right edge of XP with the right edge of $\phi$ would produce the right results in (18b) if XP is taken to be the internal NP $d e$ petits garçons. However, if by XP is meant the higher NP-node, NP', the resulting $\phi$-structure is as in (18c). The point is that both phrasings occur. Selkirk (1986) refers to these two constituents as the 'small phonological phrase' and the 'maximal phonological phrase'. I assume, therefore, that right-alignment of $\phi$ with the NP is responsible for the medial $\phi$-boundary in (18b), while those in (18c,d) are due to right-alignment with a superordinate NP' (not necessarily the highest NP). It has widely been assumed that adjective phrases before the noun deserve some characterization to distinguish them from post-modifying adjective phrases, to the extent that pre-nominal ones do not create their own $\phi$-boundary (Verluyten 1982; Nespor and Vogel 1986; Selkirk 1986; Post 1999). There is, however, no need for this, since the $\phi$-boundary after the post-modifying adjective is there because it is right-aligned with the XP', not the AdjP. Thus, no AdjP is entitled to a $\phi$-boundary, regardless of its position. In a pile-up of adjectives as in (18d), where they are obligatorily separated by $\phi$-boundaries, they are each dominated by an NP' node.
(18) a. [ Vous permettez ] [ que Marianne ] [ nous rejoigne ]
'Will you allow Marianne to join us?'
b. [ de petits garçons ] [ intelligents ]
'intelligent little boys'
c. [ de petits garçons intelligents ]
d. [ de petits garçons intelligents ] [ français ]
(*[ de petits garçons intelligents français ])

In has been assumed in the literature that the variation between right-alignment with XP and right-alignment with XP' depends on the presence of only a single $\omega$ in the post-modifying constituent (Selkirk 1984; Nespor and Vogel 1986). However, experimental research has shown that restructuring is also possible with more than one $\omega$ in the post-modifying constituent. The two $\omega$ s in autres and (qu'en) Afrique in (18e) can therefore be included in a $\phi$ with des hivers (Post 1999). ${ }^{3}$ In other words, $\operatorname{Align}(\mathrm{XP}, \phi)$ (20a) and $\operatorname{Align}(\phi$, XP') (20b) are variably ranked in French.
(19) [ des hivers autres qu'en Afrique ]
'different winters from those in Africa'

Tableau (21) illustrates the effect of the two options for the medial boundaries in de petits garçons intelligents hollandais. When $\operatorname{Align}(\mathrm{XP}, \phi) \gg \operatorname{Align}\left(\phi, \mathrm{XP}{ }^{\prime}\right)$, a $\phi$-boundary is required at every morpho-syntactic boundary of the rank XP and every morpho-syntactic boundary dominating NP. Candidate (a) is the only form that satisfies the higher ranked constraint, and so wins. Candidate (b) fails to have the required boundary at the first location, an XP-boundary, and candidate (c) incurs violations at both boundaries, since both are of rank XP or over. In tableau (22), where the opposite ranking is assumed, it is candidate (b) that wins. It alone satisfies the first constraint. Candidate (a) has an illegitimate boundary at a lower rank, while candidate (c) fails to place one at the second location, an XP'-boundary.
(20) a. Align (XP, $\phi$ ): Align the right edge of every XP with the right edge of $\phi$.
b. $\operatorname{Align}\left(\phi, X P^{\prime}\right)$ : Align $\phi$ with the right edge of every XP'.

| de petits garçons intelligents hollandais | $\begin{align*} & D  \tag{21}\\ & \stackrel{D}{\bar{N}} \\ & \frac{2}{x} \\ & \dot{0} \\ & \dot{\theta} \end{align*}$ |  |  | 1 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| a. [de peTITS garÇONS] [inTELİGENTS] [HOLIanDAIS] |  | * | , | । |  | ** |
| b. [de peTITS garÇONS intelliGENTS] [HOLIanDAIS] | *! |  | 1 | ! |  | * |
| c. [de peTITS garÇONS intelliGENTS hollanDAIS] | *!* | * | 1 | 1 |  | * |


| de petits garçons intelligents hollandais |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| a. [de peTITS garçoNS] [inTELİGENTS] [HOLIanDAIS] | *! |  |  |  |  | ** |
| b. [de peTITS garÇONS intelliGENTS] [HOLlanDAIS] |  |  |  |  |  | * |
| c. [de peTITS garçoNS intelliGENTS hollanDAIS] | *! | ** |  |  |  | * |

In this analysis, candidate (c) in the above two tableaux is unobtainable. The nearest we can get is a form where a high ranking of NoRemoteClash removes the accents on both -çons and ho-.

### 13.2.6 Accented function words

Function words like $l e$ ' $3 \mathrm{RD}+\mathrm{SG}+\mathrm{MASC}$ ' and en 'PARTITIVE' are accented when they appear in $\iota$-final position, which they only do in the imperative construction, as in Prends-LE! ‘Take it!', Va-t'EN! 'Go away!' This is unexpected under the assumption of word-based accentuation, since words like le are non-lexical. Indeed, they do not have an accent when appearing in non-final position, as in $l e$ $\operatorname{garÇON}(? ? L E \operatorname{garÇON})$. A solution would be to include in the lexicon under the lemma $l e$ the forms $\left.[l ə]_{\text {Accentable Function Word }} / \_\right\}_{\iota}$, by the side of the general form $[l ə]_{\text {Function Word }}$, to be used elsewhere. This is the way this would be done in Hayes's 'precompiled phonology' (Hayes 1990): some words have specific allomorphs in specific (morpho-syntactic or phonological) contexts. The fact that $\iota$-final je does not attract an accent, as in Que SAIS-je?, is compatible with this lexical solution.

### 13.2.7 Phrasing: Summary

Behind the seeming simplicity of French accentuation lies a complex interaction of constraints that locate pitch accents at constituent boundaries and constraints that match up prosodic constituents with morpho-syntactic constituents. The unmarked, conservative situation is represented in (23).
(23) a. $\operatorname{Align}(X P, \phi) \gg \operatorname{Align}\left(\phi, X P^{\prime}\right)$
b. Align $\left(\phi, \mathrm{H}^{*}, \mathrm{Rt}\right)$, NoClash $\gg$ Hammock $\gg$ PeakProm $\gg$

Align $\left(\omega, \mathrm{H}^{*}, \mathrm{Rt}\right) \gg \operatorname{Align}\left(\phi, \mathrm{H}^{*}, \mathrm{Left}\right) \gg \mathrm{NoRemoteClash}$
The ranking $\operatorname{Align}(\mathrm{XP}, \phi) \gg \operatorname{Align}\left(\phi, \mathrm{XP}{ }^{\prime}\right)$ is variably reversed; reversal will have the effect of increasing the size of the $\phi$ with a post-modifier. Similarly, $\operatorname{Align}\left(\omega, \mathrm{H}^{*}, \mathrm{Rt}\right)$ and $\operatorname{Align}\left(\phi, \mathrm{H}^{*}, \mathrm{Left}\right)$ may be reranked, to favour accentuation in the $\phi$-initial syllable instead of on the post-initial syllable in $\phi \mathrm{s}$ that begin with a disyllabic word followed by a polysyllabic word (e.g. de joyeux garçons $)$. Align $\left(\phi, \mathrm{H}^{*}, L e f t\right)$ and NoRemoteClash may be reversed, to cause
the opposite effect in $\phi$ s that begin with a disyllabic word followed by a non-final monosyllabic (e.g. beaucoup plus civil). And once the latter pair is reversed, a further reranking of $\operatorname{Align}\left(\omega, \mathrm{H}^{*}, \mathrm{Rt}\right) \gg$ NoRemoteClash will cause deletion of medial accents.

There is one form that remains to be accounted for. NoClash may be violated in disyllabic $\phi s$, provided a particular intonation contour is used. Because of the involvement of the melodic structure, I postpone discussion till section 13.3.3.

### 13.3 The tonal analysis

The crux in Post's (2000) analysis of the intonation contours of French is, first, that there is no $\mathrm{L}^{*}$, and second, that downstep affects $\mathrm{H}^{*}$ after H . There have been other analyses recently, in part in the Pierrehumbert framework (Mertens 1987; Di Cristo and Hirst 1993a; Di Cristo 1998; Jun and Fougeron 2000). In the interest of conciseness, however, I will not explicitly argue against those proposals; for arguments against other analyses, see Post (2000b, 115ff.).

In (24), an example is given of a complex intonated sentence. It consists of four phonological phrases divided one-three over two intonational phrases.

'Jean Pierre, is it all right if Marianne joins us?'
The example illustrates, first, that only the $\iota$ is bounded by boundary tones, and that final boundary tones are optional, as shown in the first $\iota$, which has no final $\mathrm{T}_{l}$. Second, the only accented tone is $\mathrm{H}^{*}$. In nuclear ( $\iota$-final) position, $\mathrm{H}^{*}$ occurs before the optional $\mathrm{T}_{l}$, giving the three contours listed in (25). (Post does not give the meanings.)

| (25) | a. $H^{*} L_{l}$ | fall |
| :--- | :--- | :--- |$\quad$ 'Declarative',$~$| b. $H^{*} H_{\iota}$ | high rise |
| :--- | :--- | 'Interrogative'

The other option for the nuclear pitch accent is $\mathrm{H}+\mathrm{H}^{*}$, the less common cliché mélodique, to which a separate section is devoted. There are two pre-nuclear accents, $\mathrm{H}^{*} \mathrm{~L}$, illustrated in ( 25 ), and $\mathrm{H}^{*}$, both of them common. If there are two or more pre-nuclear accents, as in (26), only one of these will occur. Thus, ignoring the cliché mélodique, the analysis so far predicts that an intonational phrase with two or more accents can be pronounced in six ways. These are illustrated in figure 13.1, on the phrase (27). In figure 13.1, the contours on the left have pre-nuclear $\mathrm{H}^{*} \mathrm{~L}$; those on the right have pre-nuclear $\mathrm{H}^{*}$. The three boundary conditions are arranged top-to-bottom. In the next section, the phonetic realization of these contours is explained.


Fig. 13.1 The expression au clair de la lune said with $\mathrm{H}^{*} \mathrm{~L}$ on clair and $\mathrm{H}^{*}$ on lune (panels a, c and e), with $\mathrm{H}^{*}$ on both clair and lune (panels $\mathrm{b}, \mathrm{d}, \mathrm{f}$ ); with final $\mathrm{L}_{l}$ (panels $\mathrm{a}, \mathrm{b}$ ), final $\mathrm{H}_{l}$ (panels $\mathrm{c}, \mathrm{d}$ ) and no final boundary tone (panels e, f).
(26)
a. nuclear pitch accents: $\mathrm{H}^{*}, \mathrm{H}+\mathrm{H}^{*}$
b. pre-nuclear pitch accents: $\mathrm{H}^{*}, \mathrm{H}^{*} \mathrm{~L}$
(27) $\{[\mathrm{Au}(\mathrm{CLAIR})][$ de la (LUNE ) ] $\}$
'By the light of the moon'

### 13.3.1 Downstep

The realization of pre-nuclear $\mathrm{H}^{*} \mathrm{~L}$ in the contours in the left-hand panels of figure 13.1 covers the stretch between the accented syllables: a gradual slope ends just before the next $\mathrm{H}^{*}$. French thus right-aligns the trailing tone, as is visible in the
contour in panel (a), for instance. The contours on the right undergo DOWNSTEP of the nuclear $\mathrm{H}^{*}$. In chapter 6 , it was seen in some languages that H is downstepped after H , a pattern that was explained as a way of phonetically cushioning the impact of the phonological OCP violation. In Post's analysis, French is such a language. In effect, therefore, the intervening L-tone in the corresponding contour on the left actually blocks DOWNSTEP. The effect of this implementation rule can be seen in panels (b) and (f). In panel (f), the downstepped $\mathrm{H}^{*}$, phonetically a mid tone, remains level, due to the absence of a boundary tone. The contour in panel (d), in which the second $\mathrm{H}^{*}$ is followed by $\mathrm{H}_{\iota}$, is not downstepped, however. If anything, it has higher pitch than clair de la. Downstep is blocked by following $\mathrm{H}_{\iota}$, which is not uncommon for downstep rules generally. Rule (28) therefore stipulates that either $L_{\imath}$ or no tone must close the $\iota$. Lastly, the dots in the righthand context imply that the downstepped $\mathrm{H}^{*}$ may be followed by further $\mathrm{H}^{*}$ s. This 'terracing' is described below.
(28) French Downstep (implementation) $\mathrm{H}^{*} \rightarrow$ ! $\mathrm{H}^{*} / \mathrm{H}_{-} \ldots\left(\mathrm{L}_{\iota}\right)$

The above analysis involves two decisions which require some clarification. First, the question arises why the valley in the contours in the left-hand panels is attributed to a trailing $L$ which strays off, instead of to a leading $L$ of a following $\mathrm{L}+\mathrm{H}^{*}$. Since the language already has leading H , such a choice would not be out of character: we would have pre-nuclear $\mathrm{H}^{*}, \mathrm{~L}+\mathrm{H}^{*}$ and nuclear $\mathrm{H}^{*}, \mathrm{~L}+\mathrm{H}^{*}$ and $\mathrm{H}+\mathrm{H}^{*}$. Post (2000b: 167) points out, however, that the leading-L analysis predicts that there is a categorical difference between $\mathrm{L}_{l} \mathrm{~L}+\mathrm{H}^{*}$ and $\mathrm{L}_{\imath} \mathrm{H}^{*}$ in single-accent $\phi$ s. However, (29a) is equivalent to (29b).


A second incorrect prediction is that after initial $\mathrm{H}_{\iota}$, the pitch can fall before $\mathrm{H}^{*}$ in a representation like $\mathrm{H}_{l} \mathrm{~L}+\mathrm{H}^{*}$, as in (30). There is no such contour, however. A third incorrect prediction of an analysis with $\mathrm{L}+\mathrm{H}^{*}$ is that it rules out an attested contour with an unaccented two-syllable low-high sequence before a mid-pitched accented syllable. A leading tone analysis would require a tritonal $\mathrm{L}+\mathrm{H}+\mathrm{H}^{*}$ pitch accent to account for this contour. By contrast, an analysis with $\mathrm{H}^{*} \mathrm{~L}$ readily predicts its existence. I return to this issue in section 13.3.2.


A second decision that calls for comment concerns the absence of $L^{*}$. It might be thought that what is here described as downstepped $\mathrm{H}^{*}$ should in fact be analysed as $L^{*}$. There are three arguments for not doing this. One is that the distribution of $L^{*}$ would be contextually predictable, i.e. be allophonic: after $\mathrm{H}^{*}$, but not when the intonational phrase is closed by $\mathrm{H}_{l}$ (the context of the phonetic implementation rule postulated in (28)). Second, French downstep is needed independently of the low final pitch accent. For instance, $\iota$ s may have more than one pitch accent, and sequences of $\mathrm{H}^{*}$ s display the well-known pattern of chaining downsteps ( Di Cristo and Hirst 1993a). It would be odd to have a downstep rule which fails to apply to final $\mathrm{H}^{*}$, precisely in the position where $\mathrm{L}^{*}$ appears. Interpreting downstepped series of $\mathrm{H}^{*}$ s as $\mathrm{L}^{*}$ s is typologically unattractive, as downstep of L would seem to presuppose downstep of H . Third, the downstepped $\mathrm{H}^{*}$ is not really low-pitched. Typically, in languages where it can be motivated, a $L^{*}$ can be pronounced at a generously low pitch, but that would not be generally possible in the French contours.

The analysis with downstepped $\mathrm{H}^{*}$ after H , moreover, makes two interesting predictions, both of which are correct. First, it correctly predicts there are no contours with downstepping peaks, of the type that commonly occur in West Germanic and many African languages (see (31a)). Di Cristo and Hirst (1993b) indeed discuss downstep only in connection with terraced sequences of level tones, not of peaks. Second, it predicts there can be no contours like the 'flat hat' with two high pitch accents: a rise and a fall separated by a level stretch whose corners mark accented syllables. The absence of this contour is immediately explained by the analysis in (28), but would be an arbitrary stipulation under the assumption of a $\mathrm{L}^{*}$ : why should a sequence of $\mathrm{H}^{*} \mathrm{H}^{*} \mathrm{~L}_{\iota}$ be ungrammatical (see (31b))?


b. No 'flat hat' with high second accent

The downstepping analysis is further supported by the fact that downstep takes place after H generally, not just $\mathrm{H}^{*}$. There are two types of H -tone in addition to $\mathrm{H}^{*}$ which could provide the left-hand context. First, French opposes $\mathrm{L}_{l}$ to $\mathrm{H}_{l}$ initially in the IP. The latter is rare, but interestingly, it too triggers downstep on following $\mathrm{H}^{*}$. Figure 13.2 illustrates this for single-accented la lune (panel a) and two-accent au clair de la lune (panel b). The prediction that la lune cannot be pronounced with an unaccented, high-pitched first syllable and a high-to-low fall on the second, a quite common contour in English, is correct. The contour in panel (a), therefore, has the representation (32a), while the phonological representation of the terraced contour in panel (b) is (32b). (From here on, only $\iota$-boundaries are specified.)


Fig. 13.2 The expression la lune (panel a) and au clair de la lune (panel b) said with initial $\mathrm{H}_{\iota}$, which causes downstep on following $\mathrm{H}^{*}$-tones.


The third downstep context is that of $\mathrm{H}+\mathrm{H}^{*}$, as shown in the next section.

### 13.3.2 Cliché mélodique

The pronunciation of the nuclear pitch accent $\mathrm{H}+\mathrm{H}^{*}$ involves a high-pitched syllable before the accent and a mid-pitched accented syllable. Internally, the pitch accent therefore has downstep, as expected on the basis of French Downstep (28). The adequacy of this solution is underlined by the fact that the three boundary conditions interact with its realization precisely as predicted. The mid level may continue till the end of the $\iota$, in which case there is no final $\mathrm{T}_{\iota}$. This pitch accent has been discussed as the cliché mélodique in the literature, and is illustrated on one-accent Elle est arrivée in panel (a) of figure 13.3. The contour in panel (b) has final $L_{l}$, and falls to low pitch. The third, in panel (c), has final $\mathrm{H}_{\iota}$. As predicted, French downstep is prevented from applying to $\mathrm{H}^{*}$ because the ıs end with $\mathrm{H}_{\iota}$. However, the representation $\mathrm{H}+\mathrm{H}^{*} \mathrm{H}_{\iota}$ will nevertheless lead to a different contour than the representation $\mathrm{L}_{l} \mathrm{H}^{*} \mathrm{H}_{l}$, whose contour is shown in panel (d), because the leading H will cause high pitch to begin on the syllable before the accented syllable with $\mathrm{H}^{*}$.

French Downstep also predicts that $\mathrm{H}+\mathrm{H}^{*}$ and $\mathrm{H}^{*}$ are neutralized by an immediately preceding H -tone, like $\mathrm{H}^{*}$ or $\mathrm{H}_{\iota}$, because the leading H , which is not a target of downstep, will not be distinct from the preceding H. I can now return to the contour that forms the basis of the third argument against analysing the valley between accents as due to a leading L-tone. In (33), the fall described by prenuclear $\mathrm{H}^{*} \mathrm{~L}$ occurs before $\mathrm{H}+\mathrm{H}^{*}$. Here, $d e$ is low-pitched and la high-pitched, while accented lune has mid pitch. (With final $\mathrm{L}_{\iota}$, the pitch would fall further to


Fig. 13.3 Four contours on Elle est arrivée 'She has arrived' with $\mathrm{L}_{\iota} \mathrm{H}+\mathrm{H}^{*}$ (panel a), $\mathrm{L}_{l} \mathrm{H}+\mathrm{H}^{*} \mathrm{H}_{l}$ (panel b), $\mathrm{L}_{l} \mathrm{H}+\mathrm{H}^{*} \mathrm{H}_{l}$ (panel (c), and $\mathrm{L}_{l} \mathrm{H}^{*} \mathrm{H}_{l}$ (panel d).
low.) As said in section 13.3.1, the leading L-analysis would incongruously have to come up with a $\mathrm{L}+\mathrm{H}+\mathrm{H}^{*}$ pitch accent on lune. ${ }^{4}$ An analysis with a trailing L in a 'splayed' pitch accent therefore appears to be correct.


### 13.3.3 Violating NoClash

According to Mertens (1992), adjacent accents may occur in a single $\phi$, but only if the intonation pattern is one that is here analysed as $\mathrm{H}^{*} \mathrm{H}^{*}$, i.e. high pitch for the first syllable and low pitch (i.e. downstepped $\mathrm{H}^{*}$ ) for the second. In addition, the syllables concerned must be the only accentable syllables in the $\phi$. The pattern might thus occur in expressions like un mouchoir 'a handkerchief', très vite 'very quickly', and so on. This form can be obtained, first, by reranking NoClash with Hamмоск, which will cause adjacent accents to be allowed only if they are, respectively, $\phi$-final and $\phi$-initial; and second, by ranking $\mathrm{L} \rightarrow \mathrm{TBU}$ high. This constraint was seen to be active in Japanese, where it was responsible for the
deletion of the floating L of the lexical $\mathrm{H}^{*} \mathrm{~L}$ in expressions with final monomoraic accented syllables (see chapter 10, section 10.9). If L cannot associate with a syllable, as in (34b), it either deletes or else remains floating but fails to block downstep. The fact that the problem of the existence of adjacent $\mathrm{H}^{*}$ accents in disyllabic $\phi$ s can be solved so simply provides interesting support for the analysis presented here. Tableau (34) demonstrates the effect of the reranking.


These facts suggest that the absence of a nuclear $\mathrm{H}^{*} \mathrm{~L}$ pitch accent is in fact due to $\mathrm{L} \rightarrow$ TBU. Since a $\phi$-final accent always occurs on the last accentable syllable, there never is an opportunity for $L$ to show up. If more clarity were to exist about deaccentuation, the further hypothesis could be tested that nuclear $\mathrm{H}^{*} \mathrm{~L}$ can occur if the $\phi$-final word is deaccented. Lastly, these facts suggest that, in general, central tones associate in French, but boundary tones do not. The other central tones are $\mathrm{H}^{*}$, which will always have a syllable available to it, and leading H . In initial position, on the monosyllable Bon!, for instance, $\mathrm{H}+\mathrm{H}^{*}$ neutralizes with $\mathrm{H}_{\iota} \mathrm{H}^{*}$. In either case, a fall from high pitch, beginning right at the initial consonant, will occur (see figure 13.2, panel (a)). (Disambiguation of these contours can be achieved on the structure C'est la lune, which point I leave for the reader to establish.) The most general assumption then is that floating tones delete. This solution further presupposes that NoContour is ranked high in French so as to prevent L or H from showing up on the same syllable as $\mathrm{H}^{*}$.

### 13.3.4 Summary of the tonal grammar

The intonational phonology of French thus represents a quite elegant grammar. Formula (35), from Post (2000b: 154), sums it up. The deletion of floating tones potentially simplifies the grammar still further. The only phonetic implementation rule that was identified is DOWNSTEP (28). ${ }^{5}$
(35) French tonal grammar: $\left\{\begin{array}{l}\mathrm{H}_{\iota} \\ \mathrm{L}_{\iota}\end{array}\right\}\left(\mathrm{H}^{*}(\mathrm{~L})\right)_{0} \quad(\mathrm{H}+) \mathrm{H}^{*}\left\{\begin{array}{l}\mathrm{H}_{\iota} \\ \mathrm{L}_{\iota} \\ \emptyset\end{array}\right\}$

I close the tonal section by drawing attention to the lack of overt tritonal contours. The grammar in fact does explain why there can be no rise-fall or fall-rise contours on single syllables. While a monosyllable like Bon! has three tones in $\mathrm{L}_{\iota} \mathrm{H}^{*} \mathrm{~L}_{\iota}$, the first of these precedes the accent, and as is often the case, is not realized. Even when three tones are realized on a monosyllable, as in the case of $\mathrm{H}_{l} \mathrm{H}^{*} \mathrm{~L}_{l}$, the resulting falling movement constitutes neither a rise-fall nor a fall-rise.

## Notes

1. A possible pronunciation of disyllables with high pitch for the first and low pitch for the second syllable is treated in section 13.3.3.
2. The pronunciation l'IMpossibiliTÉ does in fact occur, and can be obtained by $\operatorname{Align}\left(\phi, \mathrm{H}^{*}, L e f t\right) \gg$ PeakProm. Under that ranking, PeakProm is invisible.
3. Additionally, Post found that the $\phi$-structure as determined on the basis of the distribution of pitch accents is independently confirmed by the distribution of final lengthening. Post also presents evidence that Liaison, the process that prevents deletion of word-final consonants in pre-vocalic position (cf. peti[t] ami) is not governed by the $\phi$, but is lexically conditioned, cf. Post (2000a) and references therein.
4. For discussion see also Ladd (1996: 140ff.).
5. In Post (2000: ch. 5,6), more information is given about phonetic variation in French intonation.

## 14

## English I: Phrasing and Accent Distribution

### 14.1 Introduction

One way of thinking about the structure of English intonation is as a complicated form of the intonational structure of French. The features in table 14.1 have been arranged such that the first six are common to French and English, while the next three show English to be more complex than French. To put this comparison in some perspective, the data for Bengali, from Hayes and Lahiri (1991a), have been added in the third column.

As shown by the first two features, the role of the $\phi$ in English and French is to create rhythmic distributions of pitch accents. There is no principled limit to the number of pitch accents in a $\phi$, although there will commonly be one or two, and rarely more than three. Feature 2 shows that both French and English readjust the locations of these pitch accents within the $\phi$. In English, the transparency of these rhythmic adjustments is reduced by the fact that accentuation is in part governed by lexical rules, such as the Compound Rule.

Features 3-6 show that French and English both have optional right-hand $\mathrm{T}_{1}$-tones, which always come as singletons. The two languages differ from Bengali, which has $\mathrm{H}_{\phi}$, and in which $\mathrm{T}_{t}$ is obligatory and may be bitonal ( $\mathrm{T}_{t} \mathrm{~T}_{t}$ ). The more complex nature of English vis- $\grave{a}$-vis French lies in its richer pitch accent paradigms, as shown in rows 7 and 8 , and most dramatically in the number of different nuclear contours, i.e. combinations of nuclear pitch accents and boundary tones. ${ }^{1}$ In one salient aspect, Bengali is similar to English. Unlike French, both English and Bengali employ tritonal contours on a single syllable, as indicated in rows 10 and 11. Bengali has HLH, for instance, on a monosyllable said with with continuation intonation, i.e. $\mathrm{H}^{*} \mathrm{~L}_{l} \mathrm{H}_{l}$, while LHL occurs either as the contrastive declarative intonation, $\mathrm{L}^{*} \mathrm{H}_{\phi} \mathrm{L}_{l}$, or as the Yes-No interrogative $\mathrm{L}^{*} \mathrm{H}_{l} \mathrm{~L}_{l}$ (cf. chapter 7). Lastly, the liberal deaccentuation after the focus of Bengali is repeated in English; French deaccentuation patterns are still in need of research, but are clearly less liberal.

Table 14.1 Intonational features compared across French, English, and Bengali. Five of the first six features are not shared by Bengali, while features 10 and 11 show that by disallowing tritonal contours French is melodically less complex than English and Bengali. Features 7, 8, and 9 show that English is melodically the most complex.

|  |  | French | English | Bengali |
| :---: | :---: | :---: | :---: | :---: |
| 1 | nr of * per $\phi$ | $n$ | $n$ | 1 |
| 2 | $\phi$-based readjustment of * | Yes | Yes | No |
| 3 | Boundary tones on $\phi$ | No | No | Yes |
| 4 | Boundary tones on $\iota$ | Yes | Yes | Yes |
| 5 | Final $\mathrm{T}_{l}$ obligatory | No | No | Yes |
| 6 | Bitonal $\mathrm{T}_{\iota} \mathrm{T}_{l}$ | No | No | Yes |
| 7 | Number of prenuclear PAs | 2 | 5 | 1 |
| 8 | Number of nuclear PAs | 3 | 8 | 3 |
| 9 | Number of nuclear contours | 8 | 24 | 7 |
| 10 | Contour HLH | No | Yes | Yes |
| 11 | Contour LHL | No | Yes | Yes |
| 12 | Frequent deaccentuation | No | Yes | Yes |

In this chapter, we will deal with $\phi$-phrasing and $\iota$-phrasing. The former is relevant to the rhythmic distribution of pitch accents, the latter to the melodic organization, in particular the placement of boundary tones. Since the presence of pitch accents in English is determined by lexical rules, section 14.2 gives an account of the accent distribution in lexical representations. Section 14.3 deals with the $\phi$-structure needed to explain the postlexical adjustments of these accentuation patterns, and argues that this structure includes procliticized $\phi \mathrm{s}$ on the basis of data that have earlier been explained as due to cyclicity.

Moving on the $\iota$ in section 14.4, an account of the location of VP-internal $\iota$-breaks using Truckenbrodt's output-output faithfulness solution is presented in section 14.4.1. In addition, section 14.4 .3 deals with the $\iota$-phrasing of various right-hand extra-clausal constructions and will argue that, depending on their morpho-syntax, these are either incorporated in the preceding $\iota$, are encliticized as separate unaccented $\iota$ s or constitute regular, accented $\iota$ s by themselves.

### 14.2 The distribution of pitch accents

In French, accent assignment is entirely postlexical, and as a result the morphosyntax can only make itself felt indirectly, through the derivative boundaries of $\omega$ and $\phi$. By contrast, rhythmic readjustments of accents in English interact with morphological constraints on accent locations. As far as I know, this was first noted by Prince (1983). Consider the difference between (1a) and (1b). Both NPs contain four words, but differ in the location of the first accent. It might at first sight be thought that this is due to a difference in bracketing, since
(1a) has the structure [[A B][C D]], while (1b) is [[[A B] C] D]. (Note: the assumed pronunciation for the phrase Big Band in isolation is BIG BAND, like HUDson BRIDGE, not BIG band, like HUDson Street.) However, this cannot be the whole answer, since (1c), my example, is also [[[A B] C] D], yet patterns like (1a).
(1) a. TOM Paine Big BAND (i.e. a Big Band led by Tom Paine)
b. Tom PAINE Street BLUES (i.e. blues induced by Tom Paine Street)
c. TOMcat-free ROOF (i.e. a roof free of tomcats)

A second difference with French is that English $\phi$ s are procliticized, causing the presence of left-hand boundaries without corresponding right-hand boundaries. This structure will arise in premodified NPs of the type (2a), which are distinct from (2b) (Gussenhoven 1991a).
(2) a. with GROWing CHINese supPORT
'with Chinese support which is growing'
b. with ETHnic ChiNESE supPORT
'with support from the ethnic Chinese population'
These two problems are very different in character, and are dealt with in separate subsections.

### 14.2.1 Deaccentuation in the lexicon

The expressions in (1) differ because they present themselves to the postlexical grammar of English in different guises: they leave the lexicon with different accent distributions. In the model of Lexical Phonology proposed by Kiparsky (1982b), there are two modules in which morphological operations and the accompanying phonological adjustments take place, Level 1 and Level 2. Level 3 is reserved for affixations which leave the prosodic structure of the base intact, among which are inflections like plural [z], past [d], and numeral and comparative suffixes. At Level 1, underived words like cellar, elephant, and tapioca receive their lexical stress patterns. At this level, certain suffixation processes take place, which reveal themselves through affecting the position of the lexical stress. For instance, the Level-1 suffixes -ity and -ic cause shifts in the main stress from SEnile to seNILity, and from STRATegy to straTEgic. A recent treatment is Zonneveld et al. (1999). I make the assumption that the structure which is output by Level 1 includes feet, a marker for main stress, and accents on all feet except those after the main stress (Gussenhoven 1994).

This section presents an OT treatment of the accent deletions at Level 2. In this module, compounds are formed, like those in (3a), and suffixations which do not affect the position of the main stress in the base, like those in (3b), as is evident from such examples as STRATegy - STRATegist; GENtleman - GENtlemanly GENtlemanliness. To these, we should add similarly 'stress-neutral' suffixes like those in (3c). These are semantically and prosodically weightier, but are
unaccented, like the suffixes in (3b). Examples are COLourfast, STRIKE-prone, MONey-wise, ROADworthy, etc. Finally, there is the lone suffix -esque, which is itself accented, as in RembrandTESQUE, something which needs to be recorded in its lexical entry.
(3) Morphological operations at Level 2
a. language conference, book exhibition, highchair
b. -ish, -ist, -ly, -less, -ness
c. -fast, -free, -proof, -prone, -style, -tight, -type, -wise, -worthy
d. -esque

One type of lexical accent deletion is due to the Compound Rule (CR), which deletes accents in right-hand constituents of compound words, here given as constraint (4). Every accent in the right-hand constituent is to be counted as a violation. As a result of the high ranking of CR, any compound formation can survive with accents in the left-hand constituent only. Thus, the compounds in (3) are pronounced LANGuage conference, BOOK exhibition, HIGHchair. The non-accentuation of the suffixes in (3c) could be explained either by their status as suffixes, so that they are treated like (3b), or by assuming they are treated as right-hand constituents of compounds, i.e. as falling under (3a). ${ }^{2}$

The second constraint operative at Level 2 is Initial Accent Deletion (IAD) (5) (Gussenhoven 1991a). It causes all accents except the rightmost to be deleted in any formation listed in (3). In OT, IAD is an alignment constraint, requiring accent to align with the right edge of a Level- 2 formation. Thus, every non-final accent violates IAD by as many accentable positions ( $=$ stressed syllables) as it is removed from the right edge. A separate constraint is required to prevent a completely unaccented output of the lexicon, LexAcc (6). The high ranking of LExAcc, CR, and IAD is specific to Level-2 morphology: they do not have anything to say about other structures. Kiparsky (2000, forthcoming) argues for just such a level-ordered OT grammar, where sequentially ordered subgrammars, each containing their own constraint ranking, produce intermediate representations of the kind envisaged here.
(4) Compound Rule (CR)(Level 2): The right-hand constituent of compound words is unaccented.
(5) Initial Accent Deletion (IAD) (Level 2): Align accent with the right edge of a Level-2 formation.
(6) LexAcc: A lexical expression is accented.

The treatment of Tom Paine Street and tomcat free is shown in tableau (7). Winning candidate Tom PAINE Street maximally satisfies IAD without violating CR. In the case of tomcat free, we are dealing with a phrasal formation, in which two lexical representations are joined in an Adjective Phrase, like Swedish-Chinese. Both constituents are therefore treated separately at Level 2. Candidate (a) is
better than candidate (b), due to CR. A fully unaccented tomcat is ruled out, since at the end of the lexicon, LexAcc requires an accented expression. This constraint rules out candidate (c), which violates LEXACC in its first constituent, and candidate (d), which violates it in both tomcat and free. Finally, Rembrandtesque has an accent in final position only, due to IAD. (I suppress high-ranking DEPIO (Acc), which forbids gratuitous addition of accents, so that -wise, etc. will not be accented (cf. (3).) Without a tableau, it should be clear that the phrases Tom Paine and Big Band in Tom Paine Big Band cannot violate CR or IAD, and that since Tom Paine Big Band is also a phrase, this expression enters the postlexical phonology as a fully accented TOM PAINE BIG BAND.

| [[TOM PAINE] STREET] $]_{\text {Level2 }}$ | 奀 | $\bigcirc$ | 交 |
| :---: | :---: | :---: | :---: |
| a. tom PAINE street |  |  | * |
| b. TOM paine street |  |  | **! |
| c. TOM PAINE street |  |  | **!* |
| d. TOM paine STREET |  | *! | ** |
| e. tom paine STREET |  | *! |  |
| [TOM CAT] ${ }_{\text {Level2 }}$ FREE |  |  |  |
| a. TOM cat FREE |  |  | * |
| b. tom CAT FREE |  | *! |  |
| c. tom cat FREE | *!/- |  |  |
| d. tom cat free | *!/* |  |  |
| [ REMbrandTESQUE] ${ }_{\text {Level2 }}$ |  |  |  |
| a. rembrandTESQUE |  |  |  |
| b. REMbrandTESQUE |  |  | *!* |

As a result of IAD, pre-nuclear pitch accents are contrastive in a phrase like SECond LANGuage conference 'second of a series of language conferences', where both second and language conference are accented. It contrasts with the compound second LANGuage conference 'conference on the topic of second language acquisition'. Similarly, a phrasal adjective like $U N-K I N D$ is formed in the same way as ANGlo-aMERican, PROto-GerMANic, and thus pronounced with two pitch accents. By contrast, the word unKINDness, which is a Level 2formation, has a pitch accent on kind only when spoken in isolation (Gussenhoven 1991a), just as Proto-GerMANic teacher 'teacher of Proto-Germanic' only has one on -MAN-.

### 14.3 Postlexical rhythm: $\phi$-structure

While English differs from French in having accents in the input to the postlexical rhythmic grammar, these grammars themselves are similar. Constraints $\operatorname{Align}\left(\phi, \mathrm{T}^{*}, \mathrm{Rt}\right)$ and $\operatorname{Align}\left(\phi, \mathrm{T}^{*}, \mathrm{Left}\right)$ require accents at both edges, while NoClash and the less fastidious NoRemoteClash weed out intermediate accents. (See section 13.2.1; I use T* in the case of English, which unlike French
has both $\mathrm{L}^{*}$ and $\mathrm{H}^{*}$.) The clash-relieving constraints rank below the alignment constraints. Without a tableau, it will be clear that in a disyllabic expression like THREE BOOKS, the clashing accents are tolerated, so as to satisfy alignment: an incorrect ranking of NoClash $\gg \operatorname{Align}\left(\phi, \mathrm{T}^{*}, \operatorname{Left}\right), \operatorname{Align}\left(\phi, \mathrm{T}^{*}, \mathrm{Rt}\right)$ will lead to THREE books or three BOOKS, depending on whether right or left alignment ranks highest. These constraints were given in chapter 13, in (1), (2), (3), and (12), respectively.

English relies on faithfulness to preserve lexical accent distributions. In particular, we need Max-IO(Accent) (8) to keep the deletion of accents at bay, and DEp-IO(Accent) (9) to prevent the addition of accents where we removed them in the lexicon. To begin with, the characterization of the correct candidate for Tom Paine Big Band is shown in tableau (10): only the version with accents on the first and last words satisfies the alignment constraints and NoClash. Clearly, Max-IO(Acc) ranks below these.
(8) Max-IO(Accent): Do not delete accents.
(9) Dep-IO(Accent): Do not insert accents.

| TOM PAINE BIG BAND |  | 2 <br> 0 <br> 0 <br>  <br> W <br> ¢ |  |
| :---: | :---: | :---: | :---: |
| \%a. TOM paine big BAND |  |  | ** |
| b. TOM paine BIG BAND | I | *! | * |
| c. tom PAINE big BAND | *! |  | ** |
| d. tom paine big BAND | *!** |  | *** |
| e. TOM paine BIG band | *! |  | ** |

Because any medial accent leads to a violation of NoClash, we cannot see the effect of NoRemoteclash, which is universally ranked below NoClash. If Tom were replaced with disyllabic Thomas, however, the deletion of the medial accent on Paine would depend on the ranking of Max-IO(Accent). If MaxIO(Accent) $\gg$ NoRemoteClash, the pronunciation would be THOMas PAINE Big BAND, while the opposite ranking would give THOMas Paine Big BAND. We might assume a further constraint NoVeryRemoteClash, penalizing [* . . *]. If it were ranked above Max-IO(Accent), medial deaccentuation would occur even in JERemy Paine's Big BAND.

Next, to obtain TOMcat-free ROOF, we need to expose the input TOMcatFREE ROOF to the strictures of NoClash for the accent of free to disappear. In addition to NoClash $\gg$ Max- IO (Accent), which allows deletion of clashing accents, we must prevent accents being added where they were removed in the lexicon, to avoid *tomCAT-free ROOF. Accordingly, we rank DEp-IO(Accent) at the top of the hierarchy. To show that its role can be crucial, tableau (11) also
shows the case of Tom PAINE Street BLUES, where Dep-IO(Accent) prevents the re-accentuation of Tom, as in candidate (b).

| TOM-cat FREE ROOF |  |  | 2 0 0 0 ¢ ¢ |  |
| :---: | :---: | :---: | :---: | :---: |
| *a. TOM-cat free ROOF |  |  |  | * |
| b. TOM-cat FREE ROOF |  |  | *! |  |
| c. tom-cat FREE ROOF |  | *!* | * | * |
| d. tom-CAT free ROOF | *! | , * |  | ** |
| Tom PAINE Street BLUES |  |  |  |  |
| a. tom PAINE street BLUES |  | * |  |  |
| b. TOM paine street BLUES | *! | , |  |  |

### 14.3.1 Bracketing effects

As argued in Prince (1983), Selkirk (1984), and Gussenhoven (1987a) on the basis of examples like (2), rhythmic adjustments in complex NPs unmistakably reveal the effects of the constituent structure. However, the Lexical Phonology version of OT does not allow for postlexical cyclicity: the assumption is that there is a single postlexical module. In this section, I will argue that this assumption is correct, and that a cyclic treatment is in fact inadequate. Instead, the prosodic structure in NPs must include proclicitization. The difference between these approaches for a structure like ethnic Chinese support is illustrated in (12). A cyclic treatment would deal with the subconstituents ethnic Chinese and support separately (cycle 1), pass the output on to cycle 2, where the complete structure is dealt with. This is shown in (12a). By contrast, a treatment with a procliticized structure deals with the entire structure at once, which however lacks an internal left-hand $\phi$ boundary, as in (12b).
a. ${ }_{\phi}[\text { ethnic-Chinese }]_{\phi},{ }_{\phi}[\text { support }]_{\phi}$ cycle $1 \quad$ b. ${ }_{\phi}\left[\text { ethnic Chinese }{ }_{\phi}[\text { support }]_{\phi}\right]_{\phi}$ ${ }_{\phi}[\text { ethnic Chinese support }]_{\phi} \quad$ cycle 2
Cyclic treatment

## Procliticized structure

At first sight, postlexical cyclicity might appear to work. Tableau (13) deals with with ETHnic ChiNESE supPORT. The first cycle correctly gets rid of the medial accent in Chi- through the services of NoClash. The adjusted form then combines with supPORT to form a phrase, where no further adjustments are needed. Removal of the medial accent on -nese is uncalled for, as shown by candidate (e), while incorrect accentuation of Chi- is prevented by DepIO (Accent), since this syllable was unaccented in the input to the second cycle.
(13)

| [ETHnic CHINESE] <br> [with ETHnic CHINESE supPORT] |  |  | 2 0 0 5 ¢ |  | 2 <br> 0 <br> 0 <br> 0 <br> 0 <br> 0 <br> W <br> 0 <br> 5 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| -a. ETHnic chiNESE |  |  |  | * |  |
| b. ETHnic CHINESE |  |  | *! |  | * |
| c. ETHnic CHInese |  | *! |  | * | * |
| [ with ETHnic ChiNESE supPORT] |  |  |  |  |  |
| d. with ETHnic chiNESE supPORT |  |  |  |  |  |
| e. with ETHnic chinese supPORT |  |  |  | *! |  |
| f. with ETHnic CHInese supPORT | *! |  |  | * |  |

Turning to with GROWing CHInese supPORT, we see in tableau (14) that on the first cycle NoClash correctly removes the medial accent on -nese in CHInese supPORT, as in candidate (a). Candidate (b) fails to satisfy NoClash and candidate (c) is ruled out by $\operatorname{Align}\left(\phi, \mathrm{T}^{*}, \operatorname{Left}\right)$. On the second cycle, there is no problem deriving the end product, candidate (d). In particular, we cannot reaccent -nese, as in candidate (f), due to DEP-IO(Accent), and cannot gratuitously delete the accent on Chi-, as in candidate (e). As explained before, candidate (e), a possible form, can be derived by reranking Max-IO(Accent) and NoRemoteClash. This ranking would also cause the medial accent on Chi- in (2a) to disappear, annihilating the intonational difference between (2a) and (2b), as may indeed happen in less formal speech.

| [CHINESE supPORT] <br> [with GROWing CHINESE supPORT] |  |  | $z$ <br>  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| a. CHInese supPORT |  |  |  | * |  |
| b. CHINESE supPORT |  |  | *! |  |  |
| c. chiNESE supPORT |  | *! |  | * | * |
| [with GROWing CHInese supPORT] |  |  |  |  |  |
| d. with GROWing CHInese supPORT |  |  |  |  | * |
| e. with GROWing chinese supPORT |  |  |  | *! |  |
| f. with GROWing chiNESE supPORT | *! | , |  |  |  |

We may even derive the complex (15), originally due to Janet Pierrehumbert (Prince 1983; Selkirk 1984: 194). Observe that if the expression is a single $\phi$, there is no way to obtain the correct output. When the phrasal structure (15a) is combined into a higher phrasal structure together with compound ( 15 b ), the resulting pronunciation is $(15 \mathrm{c})$ or ( 15 d ), never ( 15 e ). However, in terms of the severity of the clashes, (15c) equals impossible (15e). If the expression is a single $\phi$,
we cannot distinguish among these alternatives．The correct result can，however， be obtained by dealing with（15a）first so as to delete the accent on Brooke through NoClash（and with（15b），but there is no action here，since station has already lost its accent in the lexicon through CR），and consider the whole phrase on the second cycle．The accent on Park can again disappear，if NoRemoteClash $\gg$ Max－IO（Accent），to give（15d）．However，impossible candidate（15e）is now unobtainable．
（15）a．ALEwife Brooke PARKway（from ALEwife BROOKE PARKway）
b．SUBway station
c．ALEwife Brooke PARKway SUBway station
d．ALEwife Brooke Parkway SUBway station
e．？？ALEwife BROOKE Parkway SUBway station
As explained in section 8．5．2，OT can deal with cyclicity by the inclusion of Output－Output faithfulness constraints in the（monocyclic）grammar（see also Kager 1999：6）．Output－output faithfulness relates the pronunciation of a form to the pronunciation of a paradigmatically related form．${ }^{3}$ In our case，we would need a constraint Faith－OO（Accent）（16），which requires that，say，Alewife Brooke Parkway in Alewife Brooke Parkway Subway Station is pronounced as（15a）： ALEwife Brooke PARKway．A cyclic effect is created，because of the selection of the candidate that most closely corresponds with the citation pronunciation of the internal constituent．Being identical to it，candidate（a）is closer to（15a）than is candidate（b），which violates Faith－OO（Accent）twice for having lost an accent on Parkway and gained one on Brooke．While also violating Faith－OO（Accent） more than does candidate（a），candidate（c）is ruled out by the extra violation of higher ranking MAX－IO（Accent）．
（16）FAITH－OO（Accent）：The accentuation of a subconstituent in XP＇is identical to that of a citation pronunciation of that subconstituent．
（17）

| ALEwife BROOKE PARKway SUBway station | (łuәวง૪)OI-dヨด |  | 2 <br> 0 <br> 0 <br> 5 |  |  | （子ひəววヤ）OO－HII甘」 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| a．ALEwife brooke PARKway SUBway station |  | ， |  | ＊ | ＊ |  |
| b．ALEwife BROOKE parkway SUBway station |  | ＊＊ |  | ＊ | ＊ | ＊！＊ |
| c．ALEwife brooke parkway SUBway station |  | ＊＊। |  | ＊＊！ |  | ＊ |

## 14．3．2 Why postlexical cyclicity does not work

Correct as these result may seem，this postlexical cyclic treatment cannot be maintained．This becomes clear once we replace PARKway with PARK．Observe that Faith－OO（Accent）ranks below NoClash，because we need to be able
to remove clashing accents even in embedded constituents. Thus, if the name of the subway station in question had been ALEwife Brook PARK, the class between PARK and $S U B$ - would have to be relieved. However, only the accent on $P A R K$ can be deleted, not that on $S U B$-. We might think that we can protect the accent on $S U B$ - on the ground that it is closer to the end of the $\phi$. However, the problem does not specifically concern final accents in the $\phi$, and $\operatorname{Align}\left(\phi, \mathrm{T}^{*}, \mathrm{Rt}\right)$ therefore cannot be used to generate the correct form, even though it is true that $\iota$-final . . . PARK subway station violates this constraint three times and $\iota$-final . . . Park SUBway station only twice. To show this, $\phi$-final East has been added to the example to provide the rightmost accent in tableau (18).

| ALEwife BROOKE PARK SUBway station EAST |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| !a. ALEwife brooke PARK subway station EAST |  |  |  | ** |  | ** |
| b. ALEwife brooke Park SUBway station EAST |  |  |  | ** |  | ** |
| c. ALEwife brooke PARK SUBway station EAST |  |  | *! | * |  |  |

The problem, then, is that a cyclic treatment, however it is effected, cannot tell which of the clashing accents $P A R K$ and $S U B$ - is to be deleted. But the cyclic solution does not merely suffer from indecision, as in (18); it may also make the wrong choice, as in the case of (19). Pronunciation (19a) represents a formal speech style, one that preserves accents that are flanked by at least one unaccented syllable on each side. However, a cyclic treatment would produce (19b), as shown in the cyclic tableau (20). On the first cycle, candidate (a) is selected, since both (c) and (d) violate ALIGN(T*,$\phi$, Left), while candidate (b) unnecessarily violates Max-IO(Acc). On the second cycle, a clash arises on Ten Jap-, causing candidate (e), i.e. (19b), to be incorrectly selected as the winner. ${ }^{4}$
a. TEN JAPaNESE conSTRUCTions
b. ??TEN JapaNESE conSTRUCTions
(20)

| [JAPaNESE conSTRUCtions] <br> [TEN [JAPaNESE conSTRUCtions]] |  |  | 2 0 0 5 0 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| a. JAPaNESE conSTRUCtions |  |  |  |  | ** |
| b. JAPanese conSTRUCtions |  |  |  | *! |  |
| c. japaNESE conSTRUCtions |  | *! |  | * | * |
| d. japanese conSTRUCtions |  | *!* |  | ** |  |
| TEN JAPaNESE conSTRUCtions |  |  |  |  |  |
| \%!e. TEN japaNESE conSTRUCtions |  | 1 |  | * | * |
| f. TEN JAPaNESE conSTRUCtions |  |  | *! |  | ** |

Neither is (21a) available under a cyclic treatment. If we rerank NoRemoteClash and Max-IO(Accent), as shown in tableau (22), JAPanese conSTRUCtions will be the input to the second cycle, and NoClash will select candidate (a), i.e. (21b): on the second cycle, the accent on Jap- will again disappear.
(21) a. TEN JAPanese conSTRUCtions
b. TEN Japanese conSTRUCtions
(22)


Likewise, the result for Fifteen Japanese constructions would be the unlikely (23b) under this ranking, again, to the exclusion of the entirely natural (23a). On the first cycle, -nese loses its accent, and on the second Jap. If we reverse the ranking of NoRemoteClash and Max-(Acc), both syllables will remain accented, as in (23c), since neither violates NoClash. However, the point is that if an accent is maintained on Japanese at all, it will be the one on Jap-: the cyclic treatment is incapable of explaining this.
(23) a. FIFteen JAPanese conSTRUCtions
b. ?FIFteen Japanese conSTRUCtions
c. FIFteen JAPaNESE conSTRUCtions

Example (23a) also demonstrates that we cannot adopt a solution as for French in the previous chapter, where the NP-internal $\phi$-boundary accounted for the presence of the medial accent in perSONNES ALiTÉES (section 13.2.5). This was achieved by making $\phi$-formation sensitive to the occurrence of a post-modifier like alités, allowing it to form its own $\phi$. If we made a similar assumption for English pre-modifications, we would end up with ${ }_{\phi}[\text { FIFTEEN }]_{\phi}{ }_{\phi}[$ JAPanese conSTRUCtions $]_{\phi}$. Clearly, under this phrasing, the final accent in the first $\phi$ would always be preserved, contrary to fact. While a $\phi$-boundary after Fifteen would correctly preserve the accent on Jap-, it would incorrectly preserve the accent on -teen. The failure is not restricted to numerals, but is quite general, as illustrated by HIGH-tech JAPanese conSTRUCtions, where deletion of the accent on tech is the norm.

The next section argues that the bias towards the retention of the constituentinitial accents and deletion of the constituent-final accents is to be found in a procliticized $\phi$-structure.

### 14.3.3 Procliticized $\phi s$

The asymmetry of NP-internal clash resolutions would be reproduced in a structure that can have a left-hand $\phi$-edge without at the same time creating a righthand $\phi$-edge, so that the working of Align $\left(\phi, \mathrm{T}^{*}, \mathrm{Rt}\right)$ can be suspended internally in the $\phi$. This can be done by adopting a proclitic prosodic structure (see also section 8.5 .1 ). Specifically, I assume that $\phi$ s can be multiply nested as in (24a) and (24b). Thanks to this minimal deviation from NonRecursivity (see section 8.5.1), accents at the locations of the arrows can be preserved by $\operatorname{Align}\left(\phi, \mathrm{T}^{*}, \operatorname{Left}\right)$, without at the same requiring $\operatorname{Align}\left(\phi, \mathrm{T}^{*}, \mathrm{Rt}\right)$ to preserve accents in immediately preceding syllables.

```
(24) a. }\mp@subsup{\phi}{\phi}{[ Ten }\mp@subsup{}{\phi}{[}\mathrm{ Japanese constructions }\mp@subsup{]}{\phi}{}\mp@subsup{]}{\phi}{
    \uparrow \uparrow
```



```
    \uparrow \uparrow \uparrow
```

The morpho-syntactic constituent label of internal constituents in multiply premodified structures like (24) is usually taken to be a super-Noun (N'), rather than an NP, because they do not allow determiners (Radford 1981: 95). Such NPinternal constituents, like Ten or Japanese constructions in (24), can be provided with $\phi$ s if we assume that $\operatorname{Align}(\mathrm{XP}, \phi)$ refers to these internal constituents (regardless of whether we are dealing with an Adjective Phrase, a Numeral, or a high $\mathrm{N}^{\prime}$ ), leaving ALIGN (XP', $\phi, \mathrm{Rt}$ ) to require an $\phi$-edge on the right of the larger constituent (see also section 13.2.5). Second, in addition to Align(XP, $\phi$ ), which is a shorthand for the right-alignment constraint introduced as (56) in chapter 8 and here repeated in (27), we need its left-hand counterpart Align(XP, Left, $\phi$,Left), given in (26). Finally, we need to rank Align(XP', $\phi, \mathrm{Rt})$ above, but Align (XP, $\phi, \mathrm{Rt}$ ) below a constraint forbidding right-hand $\phi$-boundaries, given as ${ }^{*} \phi, \mathrm{Rt}$ in (28). This latter constraint is one half of Truckenbrodt's ${ }^{*} \mathrm{P}$, given as (51) in chapter 8.
(25) Align $\left(\mathrm{XP}^{\prime}, \phi, \mathrm{Rt}\right)$ : Align the right edge of XP ' with the right edge of $\phi$.
(26) $\operatorname{Align}(\mathrm{XP}, \phi$, Left $):$ Align the left edge of every XP with the left edge of $\phi$.
(27) Align(XP, $\phi, \mathrm{Rt})$ : Align the right edge of every XP with the right edge of $\phi$.
(28) ${ }^{*} \phi$, Rt: Do not have a right edge of $\phi$.

Tableau (29) shows the intended effect. Notice that ${ }^{*} \phi$, Rt can only be violated once at any edge (cf. also section 8.3.4, as shown in candidate (a)). Candidate (b) fails to have a final right-hand boundary at all, candidate (c) has one too many, while candidate (d) lacks the required internal left-hand boundary.

| FIFTEEN JAPaNESE conSTRUCtions |  | $\stackrel{*}{*}$ |  |  |
| :---: | :---: | :---: | :---: | :---: |
| a. $\phi$ [FIFTEEN $\phi$ [JAPaNESE conSTRUCtions $\left.]_{\phi}\right]_{\phi}$ |  | * |  | * |
| b. $\phi$ [FIFTEEN JAPaNESE conSTRUCtions... | *! |  | * | ** |
| c. $\phi[$ FIFTEEN $] \phi \phi[J A P a N E S E \text { conSTRUCtions }]_{\phi}$ |  | **! |  |  |
| d. $\phi$ [FIFTEEN JAPaNESE conSTRUCtions $]_{\phi}$ |  | * | *! | * |

Given that the proclitic $\phi$-structure (29a) wins, the accent distribution of (23a), or candidate (a), will be taken care of as in tableau (30). As will be clear, reranking of Max-IO(Accent) and NoRemoteClash will identify candidate (b) as the winner, (23c). Candidate (c) is unobtainable. I believe this is the correct result, also for adjacent accents. An expression such as SIX GREEK MEN, with lefthand $\phi$-boundaries before six and Greek is not pronounced like SIXteen MEN. And if it is, its $\phi$-structure has been restructured to a single $\phi$, and a description as for French (see section 13.2.5) would be required.

| [FIFTEEN [JAPaNESE conSTRUCtions] $\left.]_{\phi}\right]_{\phi}$ |  |  | 2 0 0 5 S ¢ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| a. [FIFteen [JAPanese conSTRUCtions] $\phi$ ] $\phi$ |  |  |  | * | ** |
| b. [FIFteen [JAPaNESE conSTRUCtions] $\phi$ ] |  |  |  | **!* | * |
| c. [FIFteen [japanese conSTRUCtions] $\phi$ ] $\phi$ |  | *! |  |  | *** |
| d. [FIFteen [japaNESE conSTRUCtions] $\phi$ ] $\phi$ |  | *! |  | * | ** |

To account for the fact that pre-modified NPs in English retain leftmost accents, a proclitic $\phi$-structure needs to be assumed. This assumption allows a final accent in the pre-modifiers to be deleted, while the initial accent is preserved.

### 14.3.4 Focus and $\phi$

Phrasing is sensitive to focus, as in many other languages (Selkirk 1984; (Kanerva 1989; Truckenbrodt 1999; see also section 8.5). In English, phrasing is likely to have an effect on the distribution of pitch accents. For instance, if light-blue is a focus constituent, the accent on blue is preserved, even if an accented word follows in the same NP (Vogel and Kenesei 1990). The pattern in (32) may be characteristic of corrective focus (section 5.7.1), since She was wearing a

LIGHT-blue SWEATer also seems possible in the informational focus context given here.
(31) Align(FOC,Rt, $\phi$ ): Align the right edge of a focus constituent with $\phi$.
(32) (A: She never wore anything but WHITE clothes)

B: She was wearing a LIGHT-BLUE] $]_{\text {FOC }}$ SWEATer] $_{\text {FOC }}$
It would at first sight seem correct to assume right-alignment of $\phi$ with the focus constituent. It is not clear, however, that in a case like She didn't wear a WHITE sweater, but a LIGHT-BLUE sweater, there is an $\phi$-boundary after LIGHT-BLUE rather than after LIGHT-BLUE sweater. Because sweater in unaccented, the absence of 'stress shift' could either be due to the presence of a $\phi$-boundary after LIGHT-BLUE or to the lack of accent on sweater. Since other than clash resolving accent deletions ('stress shift'), no reliable diagnostics for English $\phi$ s appear to be available, so it is not clear how this question is to be answered. An alternative assumption for the $\phi$-boundary in (32) is that different focus constituents must occur in different $\phi \mathrm{s}$, where each $\phi$ may also contain unfocused constituents. In section 14.4 , the English $\iota$ is discussed; one issue that is briefly considered in section 14.5 .1 is the relation between $\iota$ s and the focus constituent.

### 14.4 Intonational phrases

The English $\iota$, which is marked by boundary tones in a way that will be explained in chapter 15, in some unmarked sense lines up with the clause (Halliday 1970; Selkirk 1978, 1984), more recently specified as the 'matrix sentence' (Selkirk 2003) (cf. also section 8.5.2). A sentence at most containing a nominal clause will typically consist of a single $\iota$, as illustrated in (33a). A topicalized element, or a parenthetical, will not be included in the same $\iota$, however, as shown in (33b). In addition, $\iota$-phrasing is sensitive to length, as shown in (33c), where the long subject is likely to be phrased as a separate $\iota$ (Selkirk 1978).
(33) a. \{Tuesday is a holiday in Pakistan\}
b. $\{$ In Pakistan $\}$ \{Tuesday $\{$ which is a weekday $\}$ is a holiday $\}$
c. \{The second Tuesday of every month\} \{is a holiday\}

The unmarked coincidence of $\iota$ and $S$ was captured by the alignment constraint the requires every $S$ to 'co-end' with $\iota$ given in section 8.5.2 as (57).

### 14.4.1 VP-Internal $\iota$-boundaries

Clearly, performance will affect the placement of $\iota$-boundaries below the level of S . The subject of the sentence is a likely candidate for separate phrasing, but $\iota$-breaks within the VP are not uncommon. There has been considerable discussion of these VP-internal prosodic breaks, often in connection with 'low' and 'high' attachment of PPs. The minimally different structures in (35) represent
one such pair illustrating this difference. In (35a), we have a case of 'high' attachment of the PP, while that in (35b) illustrates 'low' attachment, i.e. attachment within the NP. Pronunciation (34) is ambiguous between these interpretations.
(34) \{We welcome every guest with champagne\}
(35) a. $\left[\mathrm{V}[\mathrm{N}[\mathrm{PP}]]_{\mathrm{NP}}\right]_{\mathrm{VP}}$ : We appreciate every guest who brings champagne
b. [[V NP]PP] $]_{\mathrm{VP}}$ : We treat every guest to a glass of champagne

The location of a VP-internal break is sensitive to the difference in morphosyntactic structure. A break after welcome, as in (36), is only compatible with the interpretation (35a).
(36) \{We welcome\} \{every guest with champagne\}

To rule out pronunciation (36) for the meaning in (35b), Hirst (1993) proposed that the right-hand $\iota$ should be a morpho-syntactic constituent: since guests with champagne is not a constituent, it cannot be an $\iota$. This view is compatible with the fact that pronunciation (37) is appropriate for both interpretations (35a) and (35b), since with champagne is a constituent in both structures.

## \{We welcome every guest $\}$ \{with champagne\}

In order to account for these data, we need to break up the $\iota$ at a location that respects the morpho-syntactic constituency of the right-hand $\iota$. Truckenbrodt's MAX $_{\text {OO }}$ could create both effects if we assume that the right-hand constituent was subjected to an OT analysis on the grounds of being a free-standing form and be assigned an $\iota$. MAX $X_{O O}$ could then demand faithfulness to this $\iota$ if it outranked ${ }^{*} \iota$, the relevant equivalent of *P. Candidate (a) in tableau (38) is obtained by ranking $\mathrm{Max}_{\mathrm{OO}} \gg{ }^{*} \iota$. Candidate (b) founders because it fails to reproduce the $\iota$ of with champagne, and so does candidate (c). It will be clear that reranking MAX $\mathrm{X}_{\mathrm{OO}}$ and ${ }^{*} \iota$ will select candidate (c), as it has the fewest violations of ${ }^{*} \iota$.

| 'treat every guest to champagne' <br> O: $\{\text { with champagne }\}_{l}$ <br> [[welcome [every guest] $\left.\left.]_{N P}\right]_{v P 1}[\text { with champagne }]_{P P}\right]_{v P 2}$ | 3 $0 \times 1$ 0 0 | $\stackrel{*}{*}$ |
| :---: | :---: | :---: |
| a. \{welcome every guest\} \{with champagne\} |  | ** |
| b. \{welcome\} \{every guest with champagne\} | *! | ** |
| c. \{welcome every guest with champagne\} | *! | * |

Interpretation (35a) is available in both pronunciations (36) and (37). Since the final $\iota$ of (37) corresponds to an NP-internal ('low') PP in the case of (35a) and to a VP-internal ('high') PP in the case of (35b), we can obtain either pronunciation, depending on whether $\mathrm{MAX}_{\mathrm{OO}}$ refers to free-standing every guest with champagne or with champagne. In tableau (39), the former case is assumed. Three breaks would be obtained if at the point where every guest with champagne was evaluated, prior evaluation of with champagne had assigned this constituent an $\iota$, which would be preserved at the points that the NP and the VP are evaluated.
(39)

| 'appreciate every guest who brings champagne' O: \{every guest to champagne $\}_{l}$ [welcome [every guest [with champagne] $\left.\left.{ }_{P P}\right]_{N P}\right]_{V P}$ | 3 | * |
| :---: | :---: | :---: |
| a. \{welcome\} \{every guest with champagne\} |  |  |
| b. \{welcome every guest\} \{with champagne\} | *! | ** |
| c. \{welcome every guest with champagne\} | *! | * |

While this analysis produces the desired outputs in these cases, it is not straightfowardly combined with constraints on size, to which we turn in the next section.

### 14.4.2 Introducing size constraints

Constraints MAX ${ }_{\mathrm{OO}}$ and ${ }^{*} \iota$ cannot explain all the data. Consider again (37) as a pronunciation for the morpho-syntactic structure in (35a), where we have an $\iota$-boundary within an NP. The preference for this $\iota$-boundary increases if we replace with champagne with a longer constituent, as has been done in (40). (Henceforth, I will use non-ambiguous appreciate and treat for the two meanings of welcome.) The more balanced phrasing can be obtained by a constraint like Selkirk's (2000) BinMap (41), which I here interpret as requiring binary branching of $\iota$, i.e. $\{[\phi][\phi]\}_{\iota}$. It has been included in tableau (42) in third position (cf. also section 8.5.1).
(40) \{We appreciate guests \} \{with champagne from France\} (i.e. who bring French champagne)
(41) BinMap: An $\iota$ consists of just two $\phi \mathrm{s}$.

In order for a phonological constraint like BinMAP to interact with MAX $X_{O O}$, we must allow it to influence MAX OO $_{\text {'s choice of the subconstituent whose phrasing }}$ is to be reproduced in the higher level constituent. If MAX $\mathrm{X}_{\mathrm{OO}}$ were to demand faithfulness to $\{\text { with champagne from France }\}_{l}$, the result is better by BinMap than if it were to demand faithfulness to \{guests with champagne from France $\}_{\bullet}$. Let us assume for now that the output candidates that result from both choices of $\mathrm{Max}_{\mathrm{Oo}}$ can be evaluated in the same tableau (42). The choice between candidate (a) and candidate (b) now falls to BinMAP, and even-balanced candidate (a) thus wins. As always, candidate (c) would be chosen if $* i \gg$ Max $_{\text {Oo }}$. For candidate (c), I have entered two violations, one for each of the possible outputs to which faithfulness is required. Likewise, ${ }^{*} \iota$ is violated under either choice of $\mathrm{Max}_{\mathrm{OO}}$.
(42)

| $\mathrm{O}_{1}:$ \{guests with champagne from France $\}_{l}$ $\mathrm{O}_{2}:\{\text { with champagne from France }\}_{l}$ $\left.\left.[\text { appreciate [guests [with champagne from France }]_{P P}\right]_{N P}\right]_{V P}$ | $\xrightarrow{3}$ | * | ¢ |
| :---: | :---: | :---: | :---: |
| a. \{appreciate guests\} \{with champagne from France\} |  | **/** |  |
| b. \{appreciate\} \{guests with champagne from France\} |  | **/** | *!* |
| c. \{appreciate guests with champagne from France\} | *!/*! | */* | * |

Finally, to demonstrate that BinMap ranks below MaX ${ }_{\mathrm{OO}}$, consider (43), where an $\iota$-break after invariably treat is ungrammatical. This is because we would end up with an $\iota$ encompassing the non-constituent every guest to champagne, which word group could never have been evaluated by $\mathrm{MAx}_{\mathrm{OO}}$, and so cannot be an $\iota$. Tableau (44) assumes that MAX ${ }_{\mathrm{OO}}$ demands faithfulness to the $\iota$ champagne. As a result, even-balanced candidate (b) is not selected in this case.
(43) $*\{$ We invariably treat $\}$ \{guests to champagne\}

| [invariably treat [guests] ${ }_{\text {NP }}$ [ [to champagne] $\left.{ }_{\text {PP }}\right]_{\text {vP }}$ | - | - | - |
| :---: | :---: | :---: | :---: |
| a. \{invariably treat guests\} \{to champagne\} |  | ** | ** |
| b. \{invariably treat\} \{guests to champagne\} | *! | ** |  |
| c. \{invariably treat guests to champagne\} | *! | * | * |

The treatment of the VP-internal break in this section raises the issue of the extent to which performance factors should be taken into account. First, there is the conceptual problem of how to combine phonological size constraints with the quasi-cyclic treatment of MAX ${ }_{\text {OO }}$. In tableaux (42) and (44), we assumed that BinMap can decide between outputs from two interpretations of Max $\mathrm{X}_{\mathrm{OO}}$, much as if we were evaluating outputs from different grammars. One way of avoiding this would be to split $\mathrm{MAX}_{\mathrm{OO}}$ into a constraint requiring postlexical prosodic constituents to correspond to a morpho-syntactic constituent and a constraint requiring is to split up, a free instruction that would be kept in check by Layeredness, which forbids $\iota$ to be dominated by $\phi$ (cf. section 8.5.1). Second, just as prosodic constituents may be smaller than the morpho-syntactic constituent given by their default alignment, so they may be larger, a phenomenon known as 'restructuring' (Selkirk 1978; Nespor and Vogel 1986). For instance, the two-clause structure He loves skiing and so he went may well be a single $\iota$. As in the case of fine-grained phrasing, phonological length as well as performance factors are likely to play a role in the decision to restructure. At this point, research has not progressed to a point where decisions can be made as to which of these factors belong in the grammar, and how performance factors are to be brought to bear on the construction of phonological representations.

A further question concerns the right-hand orientation of $\mathrm{MAX}_{\mathrm{OO}}$ : why should only right-hand is correspond to a morpho-syntactic constituent? This observation of Hirst's (1993) is reminiscent of Elordieta's (1997) for Basque that the first ip of the sentence must be branching, regardless of morpho-syntactic structure (cf. InitialBranching in (19) in chapter 9).

### 14.4.3 Incorporated and encliticized $\iota s$

Procliticized $\phi$ s were needed to explain the asymmetric deletion of accents in premodified NPs in section 14.3.3. The $\iota$ may be expanded on the right beyond the
matrix sentence in certain limited ways (Bing 1979; Firbas 1980; Pierrehumbert 1980: 51; Gussenhoven 1985). Bing termed these extra-sentential elements 'Class O expressions', where O stands for 'outside'. They come in two types, both of which are unaccented. Extra-sentential (ES) inclusions into the $\iota$ are 'incorporations', as in (45a), and with Selkirk (1995a) I distinguish these from encliticized $\iota$ s, as in (45b). They differ from an accented, separate $\iota$, shown in (45c).

```
(45) a \(\left\{\begin{array}{lll}X & \mathrm{Y} & \}\end{array}\right.\)
    b. \(\left.\left\{\begin{array}{ll}X & Y\end{array}\right\} E S\right\}\)
    c. \(\left\{\begin{array}{ll}\mathrm{X} & \mathrm{Y}\end{array}\right\}\{\mathrm{ES}\}\)
```

In (46), some examples are given of incorporations. Contrary to orthographic practice, I leave out the comma between the main clause and the incorporated item. Example (46a) is an 'approximative' marker; (46b) a 'cohesion' marker; ( $46 \mathrm{c}, \mathrm{d}$ ) are 'hearer-appeal' markers, which type includes vocatives and positive polarity tags; while (46e) represents a reporting clause, which belongs to a class of textual markers that also includes comment clauses, like I should imagine. Next, (46f) is an 'epithet', and ( 46 g ) an 'expletive' (Bing 1979). ${ }^{5}$ All of the examples in (46) can be pronounced in exactly the ways that a single brief clause can, and there is therefore no intonational motivation for a prosodic break before the extra-sentential item.
(46) a. \{They'll break the PLATES and that sort of thing\}
b. \{Must have been a bit of a SHOCK though\}
c. \{Stop MOANing John\}
d. \{It's SANta Claus is it?\}
e. $\{N O$ she said $\}$
f. \{John wouldn't give me his CAR the stupid bastard\}
g. \{It's TRUE damn it!\}

Encliticized $\iota$ s also occur utterance-finally, are unaccented, but are set off from the $\iota$ on the left by a boundary tone (Trim 1959; Gussenhoven 1990). Brief reformulations of the sort illustrated in (47) typically have this structure. Although the question of how cliticized $\iota$ s are pronounced is properly dealt with in section 15.7 in the next chapter, at this point the generalization can be made that a cliticized $\iota$ typically receives a copy of the tones after the last $T^{*}$. For instance, if the contour used on -scuss this is $\mathrm{H}^{*} \mathrm{H}_{l}$, the cliticized the two of us is pronounced with L $\mathrm{H}_{\iota}$, as shown. In effect, the first copied tone serves as an initial boundary tone.


Reporting clauses are either incorporating or cliticizing, both of $(48 \mathrm{a}, \mathrm{b})$ being grammatical (Gussenhoven 1992a). If they are pronounced with $\mathrm{H}^{*} \mathrm{~L} \mathrm{H}_{\iota}$,
cliticized (48a) will have two instances of $\mathrm{L}_{l}$, and incorporating (48b) one. There are restrictions on incorporation. For instance, while items that obligatorily incorporate, such as vocatives and positive polarity tags, may appear together in the same $\iota$, as suggested by (49a,b), complex reporting clauses cannot be incorporated. While structures $(50 \mathrm{a}, \mathrm{b})$ are fine, (50c) is ungrammatical.
(48) a. $\{\{$ Is it TRUE? $\}$ she asked $\}$
b. \{Is it TRUE she asked?\}
(49) a. \{That's NICE Mary is it\}
b. \{Could you pass me the SALT please John\}
(50) a. $\left\{\left\{\{\right.\right.$ Is it TRUE? $\} H_{\iota}$ asked Mary $\} H_{\iota}$ a frown appearing on her forehead $\} H_{t}$
b. $\left\{\{\right.$ Is it TRUE asked Mary? $\} \mathrm{H}_{\iota}$ a frown appearing on her forehead $\} \mathrm{H}_{\iota}$
c. $*\{$ Is it TRUE asked Mary a frown appearing on her forehead? $\} H_{t}$

Finally, incorporation and encliticization should be distinguished from right-hand extra-sentential elements that are accented and require an $\iota$ to themselves, as in (45c). Notably, this is the case for negative polarity tags, which consist of an accented auxiliary and a pronominal subject, with the opposite polarity of the host clause. They can have a fall or a rise independently of the nuclear contour on the preceding $\iota$, though cannot take $\mathrm{H}^{*} \mathrm{~L} \mathrm{H}_{\iota}$ (Quirk et al. 1985: 810; Bing 1979). Two examples are given in (51).
(51) a. \{It's TRUE $\}$ \{ISn't it $\}$
b. \{You're NOT a GIRL anymore $\}$ \{ARE you \}

### 14.5 Between the $\phi$ and the $\iota$

Most phonologists recognize a prosodic hierarchy for English in which there are only two constituents between the phonological utterance $(v)$ and the phonological word $(\omega)$. In this chapter, we have taken these to be $\phi$ (motivated on the basis of postlexical pitch-accent distributions) and $\iota$ (to be motivated on the basis of the tonal structure in chapter 15). The question arises if a third constituent is needed to explain the data, as in Selkirk (2003), who has an intonational phrase, a major phrase, and a minor phrase covering the same distance in the prosodic hierarchy; and other researchers, who assume the presence of an intermediate phrase by the side of, rather than instead of (Beckman and Pierrehumbert 1986), a $\phi$. I have used examples like (52) and (53) to argue that two levels are in fact insufficient (Gussenhoven 1990; Gussenhoven and Rietveld 1992). Example (52) contains an indirect and a direct object, and might be a suggestion to someone who is eager to sell their honour to someone, while (53) contains a direct object and a vocative, where Janet might be a filly and the addressee a judge who breeds horses for a hobby.

[^0]My case was based on the belief that in (52), the [t] will coalesce with the following [j] into [ t ] ], while in (53) the normal realization of the final consonant of Janet is that of an unexploded, glottalized plosive, a phonological difference which neither the $\phi$-structure nor the $l$-structure can account for. The solution was to divorce the $\iota$ from its intonational properties, but to grant it its segmental properties (like allowing palatalization of [ t$]$ before [ j$]$ ). There would thus be an $\iota$-boundary between Janet and Your Honour in (53), but not in the equivalent position in (52). The more rigid mapping of morpho-syntactic and phonological structure would be counter-balanced by the fact that the intonational boundary tones would be freed from any specific prosodic constituent, and would in principle be able to align with $\phi, \iota$, or, as in (52) and (53), the $v$, among other things depending on speech rate. There is some suggestive experimental evidence for this view (Gussenhoven and Rietveld 1992), but the facts of (52) and (53) have also been called into question (Lodge 2000), and I will not pursue the issue here. As for other languages, only in the case of Basque would there appear to be a need for three constituents between $\omega$ and $v$; to account for Japanese, no reference to an $\iota$ was needed.

### 14.5.1 Focus and $\iota$

In section 14.3.4, we have seen that the focus constituent is contained within a $\phi$, which may lead to differences in accent distribution between broad and narrow focus. It has been suggested that English also requires $\iota$-boundary to occur on the right of the focus constituent (Vogel and Kenesei 1990; Selkirk 2000). This claim is unexpected, since there is no final $\mathrm{T}_{\iota}$ at the end of the focus constituent: the boundary tone occurs at the end of what would have been the $\iota$ in the broad focus condition, as in Schmerling's (1974) Even [a TWO-year-old] ${ }_{F O C}$ could do that $\} T_{l} .{ }^{6}$ In the context of (54), a red and a black jacket had mysteriously disappeared from the rack in a menswear shop. The owner has discovered that the new shop assistant had given away the red jacket to a friend earlier that day, while the fate of the black jacket is still unclear. Not knowing any of this, the manager, in an attempt to reassure the owner, suggests that the reason why the jackets have disappeared is simply that they have been sold, upon which the owner responds with (54). Even with two corrective foci, no $\iota$ boundary is required after the first focus, as in (54a), and if there is a boundary, it is not after the focus constituent red, but at the morpho-syntactic boundary, as in (54b). While focus would thus appear to have an effect on $\phi$-structure in English, either in requiring a right-edge alignment with $\phi$ or in requiring a Wrap-style containment of a focus constituent in a $\phi$, its effect in $\iota$-structure is not evident.
(54) a. (The BLACK jacket may have been SOLD) $T_{\iota}$ \{but the $[\text { RED }]_{\text {Foc }}$ jacket was given aWAY\} $T_{t}$
b. . . . $\left\{\right.$ the $[R E D]_{\text {Foc }}$ jacket $\} T_{\iota}$ \{was given aWAY $\} T_{\iota}$

### 14.6 Conclusion

The distribution of pitch accents in English is determined by the interaction of lexical accent rules, such as the Compound Rule and Initial Accent Deletion, and postlexical rhythmic readjustments. The latter are due to clash avoidance within the $\phi$, just as in French, which lacks any lexical accent rules. In order to account for these readjustments, we needed to assume a $\phi$-structure with procliticization. I considered and rejected analyses making use of cyclicity, a single, restructured $\phi$, and separate $\phi$ s, but proclitic structure turned out to be the only way in which we could systematically delete the final accent in pre-modifying adjectives or numerals, and preserve the initial accent in the pre-modified NP, as in TWENtysix CHInese conSTRUCtions (*TWENty-SIX ChiNESE conSTRUCtions).

The criterion for $\iota$-structure was taken to be intonational. While the $\iota$ tends to coincide with the clause, clause-internal $\iota$-boundaries frequently occur. The restriction on their locations appears to be that the remainder should be a constituent (Hirst 1993). I adopted an output-output faithfulness approach proposed by Truckenbrodt to create such boundaries in legitimate locations. Some issues for further research were identified, such as the interaction between size constraints and morpho-syntactic constraints in long expressions.

Extra-sentential additions to the sentence, like vocatives, tag questions, and comment clauses, are of three kinds. First, the addition may be incorporated into the preceding $\iota$, as is the case with vocatives and positive polarity tags; second, the $\iota$ can be encliticized, as may occur with reporting clauses and reformulations; and third, the addition may receive its own $\iota$, as in the case of negative polarity tags. In the next chapter, we turn to the tonal structure of English, which will be dealt with in a traditional, descriptive fashion.

## Notes

1. Some caution may be called for when comparing the twenty-four English contours with the seven or eight of the other two languages. The description of the intonation of West Germanic languages has a long tradition, and it may be that a wider coverage has been achieved. However, even when we make allowance for the possibility that not all French or Bengali contours have been described, there is still a comfortable lead by English in the number of possible contours.
2. In older words, free is a suffix of type (3c), as in 'carefree, but in new formations it behaves like a phrasal element, as in 'lead-'free (Wells 1990).
3. OO-faithfulness could, without further principles, relate the expression under consideration to pronunciations of any of its subconstituents in any other context (Kiparsky forthcoming). For instance, in OLD Alewife Brooke PARKway, the accent on ALEwife will disappear, but we would not wish OO-faithfulness to be able to relate this form to the pronunciation of the expression in tableau (17). A different solution, one featuring faithfulness to selected 'sympathetic' forms, is proposed by McCarthy (1999).
4. It is important to see that (19b) is a non-neutral pronunciation of the phrase. This form is appropriate if all three words are pronounced as separate $\phi \mathrm{s}$, a pronunciation that
would be used contrastively with Eleven Australian demolitions, when all elements have corrective focus, but this is not the intended reading.
5. In Gussenhoven (1984: ch. 3), I incorrectly excluded expletives and epithets from Bing's class of 'O expressions', arguing that they are accented in English. It is true that they are frequently pronounced with a rising intonation, but this is to be interpreted as a boundary $\mathrm{H} \%$, as held by Bing (1979).
6. Selkirk (2000) attributes the absence of a boundary tone immediately after the focus constituent to a constraint that bans unaccented $\iota \mathrm{s}$ : if $\mathrm{T}_{\iota}$ appeared after old, the words could do that would have to form an unaccented $\iota$. Since this constraint outranks Align(Foc,,, Rt), the requirement for a boundary after old is overridden, which means that there can be no empirical effect of $\operatorname{Align}(\mathrm{Foc}, \iota, \mathrm{Rt})$, rendering its status in the grammar vacuous. More recently, Selkirk (2002) has pursued the Focus Prominence Theory, originally due to Truckenbrodt (1995), which claims that the focus constituent is always attended by some prominence tone, from which other effects, like phrasing, are derived. Under this view, the unwanted prosodic break might be prevented by other constraints.

## 15

## English II: Tonal Structure

### 15.1 Introduction

This chapter continues the discussion of English with a treatment of its tonal structure. It is easily the most widely discussed topic in studies of intonational melody, and has been treated both by phonologists (Pike 1945; Bolinger 1958; Crystal 1969; Gibbon 1975; Liberman 1975; Ladd 1980; Pierrehumbert 1980; Brazil 1985; Gussenhoven 1983b; Cruttenden 1997), among others, and by pedagogically oriented linguists (Palmer 1922; Jassem 1952; Halliday 1970; O’Connor and Arnold 1973), again among others. The variety of English described here is middle-class southern British English ( BrE ). Its intonational grammar is very similar to that of Standard Dutch, American English, and North German, and is complex, in the sense that it generates a large number of discretely different contours. To keep the discussion manageable, I will present the grammar in stages. First, a mini-grammar is presented, itself in two steps. Section 15.2 deals with the nuclear pitch accents plus the final boundary tones, together referred to as the 'nuclear contours'; section 15.3 with the pre-nuclear pitch accents; and section 15.4 with the initial boundary tones, or 'onsets'. These three sections define the mini-grammar, whose further elaboration is the topic of section 15.5. In section 15.6, 'chanting' contours are dealt with as an additional contour type, while section 15.7 discusses the pronunciation of unaccented $\iota \mathrm{s}$. Section 15.8, finally, points out a number of cases where the description in Beckman and Pierrehumbert (1986) and ToBI would appear to fall short of the description offered in this chapter.

### 15.2 Nuclear contours

### 15.2.1 The fall, the fall-rise, the high rise, and the low rise

The nuclear contours in (1) are among the most frequently used intonation patterns in BrE. The fall in (1a) is a declarative intonation. The fall is fairly steep,
also when the accented syllable is followed by unaccented syllables in the $\iota$. The pitch before the target of $\mathrm{H}^{*}$ is attributed to preceding tones. The illustration in panel (a) of figure 15.1 shows the fall after a low unaccented $I$ don't, but equally there might have been a $\mathrm{H}^{*}$ pitch accent in don't, or the unaccented part might have been high pitched, as in panels (b) and (c), respectively. These structural possibilities are discussed in section 15.3 and 15.4. This is the neutral intonation contour, and is used in citation pronunciations, for instance. Its meaning was described by Brazil (1975) as 'proclaiming': the speaker intends to establish his message as forming part of the common knowledge shared by speaker and hearer, a meaning I adopted as 'Addition' in Gussenhoven (1983b).

The fall-rise is identical to the fall, except for the rise on the $\iota$-final syllable due to $\mathrm{H}_{l}$. More so than in (2a), the contour in (2b) shows that the trailing tone is doubly-aligned, keeping the phonetic effect $\mathrm{T}_{l}$ in the last part of the $\iota$. It has been claimed that the early or late targets of (what I analyse as) the trailing tone result from tonal associations with stressed, though unaccented, syllables (Grice, Ladd, and Arvaniti 2000 and section 2.2.4), which claim is still in need of empirical support. The fall-rise contour readily occurs on a single syllable. Brazil's meaning for the fall-rise was 'referring', adopted as 'Selection' in Gussenhoven (1983b). Steedman's (1991) meaning 'theme' for the complex of ToDI's $\mathrm{L}+\mathrm{H}^{*}$ plus the boundary sequence $\mathrm{L}-\mathrm{H} \%$, our $\mathrm{H}^{*} \mathrm{LH}_{l}$, also corresponds to this meaning, his $\mathrm{H}^{*} \mathrm{~L}-\mathrm{L} \%$ being the 'rheme', corresponding to 'Addition'. The speaker refers to knowledge, or wishes to be understood as referring to knowledge, already shared by him and his listener. Indeed, the contour often creates the impression of a reminder. This meaning is not very evident in other uses, such as Yes-no questions, yet can perhaps be appreciated when comparing the communicative effect of a 'Selection' question with that of a 'Testing' question (see below).


The high rise in (4a) is another interrogative intonation, which appears to be rare in BrE, but is common in American English (Cruttenden 1997; Bolinger


Fig. $15.1 \mathrm{H}^{*} \mathrm{~L} \mathrm{~L}_{l}$ on I don't THINK she meant to say that preceded by a low onset (panel a), by an accent on don't (panel b), and a high onset (panel c).
1998). It has a target at mid pitch in the accented syllable, followed by a rise due to $\mathrm{H}_{l}$, which is upstepped after H , as in Pierrehumbert (1980). Unlike her upstep rule, implementation rule (3) does not apply to L-tones.
(3) English Upstep: $\quad \mathrm{H}_{\iota} \rightarrow$ extra high / H ---
(Implementation)
The pitch before the target of $\mathrm{H}^{*}$ will again depend on the tonal specification for the preceding part of the expression; if it is low-pitched, a low target right at the start of the accented syllable will occur, giving a rising movement from low to mid pitch across the first half of the syllable. This movement contrasts with the more sustained low pitch of the low rise. This contour, given in (4b), has a low accented syllable, followed by a rise in the next syllable, and a further rise due to $\mathrm{H}_{\iota}$ on the last. The difference between the high rise and the low rise in $\iota$-internal position is illustrated schematically in $(5 a, b)$. It can be subtle, as in the equivalent Dutch contrast illustrated in figure 4.7 (section 4.4.2). A monosyllabic pronunciation of the high rise is a rise from mid to high pitch. By contrast, if the three tones of the low rise $L^{*} \mathrm{H} \mathrm{H}_{\iota}$ appear on a single syllable, the first part of the accented syllable is low, a single rising movement being carried out in the second part.

| a. $H^{*}$ | $H_{c}$ | high rise | 'Testing' |
| :--- | :--- | :--- | :--- |
| b. $L^{*} H$ | $H_{c}$ | low rise | 'Testing' |

(5)


Brazil (1975) gave 'intensified referring' as the meaning of $\mathrm{L}^{*} \mathrm{H}_{\iota} \mathrm{H}_{\iota}$, analysing contours (4a) and (4b) as variants of the fall-rise with 'intensified' meaning. ${ }^{1}$ In Gussenhoven (1983b), I claimed the meaning 'Testing' for (4b). While 'Addition' refers to the commitment of the message to the discourse model and 'Selection' to activation of elements already in it, 'Testing' leaves it up to the listener to decide whether the message is to be understood as belonging to the background. The meaning explains the contour's ready interpretation as an interrogative: the speaker invites the listener to resolve the issue. Also, it can be used as threat, as well as to indicate that the message is not yet to be committed to the discourse model, although it is not typically used for the expression of non-finality in BrE . I find it hard to discern any meaning difference between the high rise and the low rise.

### 15.2.2 The high level, the half-completed rise, and the half-completed fall

Contours (6a), the high level, and (6b), the half-completed rise, can be used as 'listing intonations'. The contours, illustrated in (7), are phonetically identical to the high rise and low rise, respectively, but lack the final rise. The meaning of the high-level contour was described by Ladd (1978) as 'Routine'. That is, the speaker considers that his message ought to come as no surprise, because it is, in some sense, an everyday occurrence. The term 'half-completed' suggests a contour type that does not run its full course, due to the absence of a $\mathrm{T}_{1}$. Its meaning represents a milder form of Ladd's 'Routine' (Gussenhoven 1983b).

| a. $\left.H^{*} \quad\right\}$High level | 'Routine, testing' |
| :--- | :--- |
| b. $L^{*} H$ | $\}$ Half-completed rise | 'Moderate routine, testing'

(7)


Contour (8) is the half-completed fall, described as a 'suspended fall' by Crystal (1969). Instead of the steep fall of $\mathrm{H}^{*} \mathrm{~L} \mathrm{~L}_{l}$, the pitch falls gradually after the accented syllable to a final mid target for the trailing L. If it is given an early target, so as to create a mid level, the contour sounds like the vocative chant, dealt with in section 15.6. I assume that (9) is to be described as right-alignment for trailing $L$, but it is not clear how this exceptional alignment is to be accounted for. Like the half-completed rise, the half-completed fall expresses moderate routineness. Example (9) could be used to convey that the clean cup is not to be taken as particularly unexpected.
(8) $\mathrm{H} * \mathrm{~L}\}$ half-completed fall 'Moderate routine, addition'
(9)


### 15.2.3 The low low rise, scathing intonation, and the low level

As its name suggests, the low low rise in (10) is like the low rise (4), but dispenses with the first rising movement. Regardless of how long the post-nuclear stretch is, it is fully low until the last syllable, where a rise takes place. The contour is not always included in the descriptions, and it is probably infrequent. Pierrehumbert (1980) described it for American English, as (H+)L* L-H\%. Cruttenden (1997) characterizes it as a dullish type of rising intonation. The effect here may, however, depend on how briskly the final rise is made.
(10) $\quad L^{*} H_{c} \quad$ low low rise


Two further contours that are rarely discussed are given in (12a,b).
a. L* $\quad L_{\iota}$ scathing intonation 'Scathing'
b. L* \} Low level 'Routine, scathing'

Contour (12a) is the 'scathing intonation'. In an email message on the Linguist List, Alex Monaghan gave the example (13) (my analysis), and described its meaning as conveying 'something like "Work it out for yourself" or "That's a stupid question" or even "who breaks everything around here?"" (Monaghan 2000). Scathing intonation would appear impossible as a conversation opener, and typically occurs as a repetition of the listener's last utterance. It has low pitch throughout, phonologically interpretable as the replacement of all pitch accents
in the original utterance by $L^{*}$; the last syllable is lowered further, the effect of $\mathrm{L}_{l}$.


The corresponding contour without the boundary tone is the 'low level', in (12b), the phonological counterpart of the high level. While the contour for B's utterance in (13) has final lowering, a somewhat different effect is obtained if the pitch remains more nearly constant. It is still disparaging, but with an additional element of routineness, a note of Here we go again! By using (14) as a repetition of an utterance by the listener, the speaker is suggesting the listener is routinely but inappropriately putting the blame on his or her mother.


### 15.2.4 NoSlump

Taking stock, we have seen that BrE employs $\mathrm{H}^{*}, \mathrm{H}^{*} \mathrm{~L}, \mathrm{~L}^{*}$, and $\mathrm{L}^{*} \mathrm{H}$ in nuclear position, and three boundary conditions, $\mathrm{H}_{l}, \mathrm{~L}_{l}$, and $\emptyset$. Combining them should produce twelve nuclear contours, but we have only discussed ten. The two missing combinations are $\mathrm{L}^{*} \mathrm{H} \mathrm{L}_{\iota}$ and $\mathrm{H}^{*} \mathrm{~L}_{t}$. Both of these describe a fall on the $\iota$-final syllable, the counterpart of the final rise, while the accented syllable is low and followed by a rise ( $\mathrm{L}^{*} \mathrm{H}$ ), or has a rise early in the accented syllable ( $\mathrm{H}^{*}$ ). The contours are not part of standard BrE . In a discussion of non-standard BrE intonation, Cruttenden (1997: 139) labels the pattern as 'rise-plateau-slump', a contourtype that commonly occurs in northern urban varieties, like Manchester (also Cruttenden 2001), Liverpool, Birmingham, and Tyneside, as well as in Belfast. An example spoken by a male speaker of Liverpool English, from the IViE corpus (Grabe 2001), is given in (15). The contour is truncated and only barely ends in a fall: there is even some (phonetic) H-raising just before the end. However, a reporting clause after this utterance would no doubt show a falling pattern.
(15)


The exclusion of combination $\mathrm{HL}_{l}$ is given as NoSlump (17) in the minigrammar (16).
(16) Nuclear contours: $\left\{\begin{array}{l}\mathrm{H}^{*}(\mathrm{~L}) \\ \mathrm{L}^{*}(\mathrm{H})\end{array}\right\}\left\{\begin{array}{l}\mathrm{H}_{l} \\ \mathrm{~L}_{l} \\ \emptyset\end{array}\right\}$
(17) NoSlump: $\quad * \mathrm{H} \mathrm{L}_{t}$

To conclude these initial sections, English initial L $L_{l}, \mathrm{~T}^{*}$, and trailing T align left as well as right, in the sense of chapter 8 , section 8.3.6. Final $\mathrm{T}_{\iota}$ thus always defines a single target at the end of the $\iota \mathrm{T}^{*}$ and its trailing T fill up the space between them with trailing T, and Align(T,Left) therefore outranks Align(T*,Rt). This effect can be seen in (2), for instance, as well as in (5b). Only if there is no trailing T will $\mathrm{T}^{*}$ have a chance to right-align, as in (5a). Unlike the starred tones of Pierrehumbert (1980) and subsequent work, our $\mathrm{T}^{*}$ therefore 'spreads' rightwards (in the sense of satisfying opposite alignments) if there is no trailing tone. Second, if there is no final $\mathrm{T}_{l}$, the target of the preceding tone continues until the $\iota$-end, again as explained in section 8.3.6. The one exceptional pattern is the half-completed fall, $\left.\mathrm{H}^{*} \mathrm{~L}\right\}$, whose L right-aligns, creating a slowly descending interpolation to mid pitch in the post-nuclear stretch. This exceptional nuclear pattern is the normal behaviour of pre-nuclear pitch accents, quite like the Norwegian pattern of section 11.4.2. To this we turn next.

### 15.3 Pre-nuclear pitch accents

Although there are just four nuclear pitch accents, the pre-nuclear paradigm consists of five pitch accents. I discuss the interloper in section 15.5.1 and devote the present section to the pre-nuclear fall $\left(\mathrm{H}^{*} \mathrm{~L}\right)$, the pre-nuclear rise $\left(\mathrm{L}^{*} \mathrm{H}\right)$, the pre-nuclear high level ( $\mathrm{H}^{*}$ ), and the pre-nuclear low level ( $\mathrm{L}^{*}$ ). (The low level already made an appearance in the scathing intonation.) They correspond, respectively, to the falling, rising, high, and low heads of O'Connor and Arnold (1973).

Pre-nuclear $\mathrm{H}^{*} \mathrm{~L}$, probably the commonest pre-nuclear contour, is just like the nuclear fall, except that it will tend to slope down more gradually, and take up the space between it and the next $\mathrm{T}^{*}$, a pattern earlier described as a result of 'partial linking' (Gussenhoven 1983b). Here, it is a case of rightalignment (see also chapter 7). In (18a), $\mathrm{H}^{*} \mathrm{~L}$ occurs before $\mathrm{H}^{*}$ L, while in (18b), it occurs before $L^{*} H$. Similarly, pre-nuclear $L^{*} H$ is illustrated (18a,b) in the same contexts. Again, pre-nuclear L*H is like the nuclear pitch accent, except that the rise may take up the space available before the next accent. In (19a), the rise connects up with the target of $\mathrm{H}^{*}$, although an extra, faster rise may occur just before the target of $\mathrm{H}^{*}$. In (19b), the rise may end before the syllable preceding the next accent. In general, if the intervening stretch is long, the rise may end earlier, slowly rising patterns apparently being somewhat hard to produce.

b.


b.


Pre-nuclear $\mathrm{H}^{*}$ occurs before $\mathrm{H}^{*} \mathrm{H}_{\iota}$ in (20a). The second $\mathrm{H}^{*}$ may be a little higher than the first, to increase perceptibility. Without final $\mathrm{H}_{\iota}$, the pitch of the second $\mathrm{H}^{*}$ may be a little lower, for the same reason. These are effects to be described in the phonetic implementation. The weak lowering will be different from Downstep (see section 15.5.3), which tends to be a larger step down. In (20b), $\mathrm{H}^{*}$ occurs before $\mathrm{L}^{*} \mathrm{H}$. If the interaccentual stretch is longer, some slumping down in the syllables before the second $L^{*}$ may occur without affecting the identity of the contour.


Pre-nuclear $L^{*}$ similarly describes a low level pre-nuclear stretch. In (21a) it is illustrated before $\mathrm{H}^{*} \mathrm{~L}$, while in (21b) it occurs before $\mathrm{L}^{*} \mathrm{H}$. When $\mathrm{L}^{*}$
precedes $L^{*}$ the pitch of each accented syllable and that of the intervening syllables may be very close, but the auditory impression of accentuation may nevertheless be very clear. Presumably, other phonetic features, like syllable duration and spectral tilt, may play a greater role in perception in this case. A similar comment applies to contours with sequences of three $\mathrm{H}^{*}$ s, where the $\mathrm{F}_{0}$ of the middle one may not stand out, but the accentuation is nevertheless clearly audible.


To achieve the 'splayed' pronunciations of pre-nuclear bitonal pitch accents, Align(T, Rt) could be made sensitive to the presence of a following $\mathrm{T}^{*}$.

### 15.4 Onsets

The unaccented syllables in the $\iota$ preceding the first accent, known as the 'prehead' (O'Connor and Arnold 1973) or 'onset' (Gussenhoven 1983b), have so far been given with low or mid pitch. This 'neutral' pronunciation is generally taken to result from the absence of a boundary tone (Liberman 1975; Pierrehumbert 1980; Beckman and Pierrehumbert 1986), which could be seen to explain the fact that the pitch tends to be mid, but might be low without changing the identity of the contour. I have assumed an initial $L_{\iota}$ for no other reason than that an L-boundary tone was used in the case of Swedish and French, but nothing hinges on this decision. It contrasts with a high beginning, described as $\mathrm{H}_{\iota}$, as in (22). Where the low onset is several syllables long, it typically falls somewhat from mid, while a longer high onset may fall slightly from high pitch. The frequency of the high onset may be biased towards occurrences before $L^{*}$, except in the case of the low scathing contour, $\mathrm{L}^{*} \mathrm{~L}_{l}$, where $\mathrm{L}_{l}$ seems appropriate.


Grammar (16) can thus be completed as (23), the mini-grammar announced in section 15.1. In the next section, it will be expanded so as to account for a range of further contours, which can largely be interpreted as variants of the contours described by this mini-grammar.
(23)

$$
\left.\left\{\begin{array}{l}
H_{l} \\
L_{l}
\end{array}\right\}\left\{\begin{array}{l}
H^{*}(L) \\
L^{*}(H)
\end{array}\right\}_{0}^{n}\left\{\begin{array}{l}
H^{*}(L) \\
L^{*}(H)
\end{array}\right\} \begin{array}{l}
H_{l} \\
L_{l} \\
\emptyset
\end{array}\right\}
$$

NoSlump

### 15.5 Expanding the tonal grammar

In this section, we discuss the pre-nuclear $\mathrm{H}^{*} \mathrm{LH}$, the L-prefix (Delay), DownsTEP, and Leading H , all of which elements will be incorporated in the grammar of (23), whose expanded version will appear in (43).

### 15.5.1 Pre-nuclear fall-rise

An unexpected feature of West Germanic intonation is the occurrence in prenuclear position of what in nuclear position amounts to a pitch accent plus a boundary tone. Nuclear contour $\mathrm{H}^{*} \mathrm{~L} \mathrm{H}_{\iota}$ may appear as a rise-plus-steep fall on a pre-nuclear accented syllable, followed by a gradual rise. In (24a), the pre-nuclear fall-rise appears before nuclear $\mathrm{H}^{*} \mathrm{~L} \mathrm{~L}_{l}$. It should be compared with $\mathrm{H}^{*} \mathrm{LH}_{l}$ $\mathrm{H}^{*} \mathrm{~L} \mathrm{~L}_{\iota}$ in (24b), which is phonologically identical except for the intervening $\iota$-boundary.


It seems reasonable to think that non-final $\iota$ s that ended in $\mathrm{H}^{*} \mathrm{~L} \mathrm{H}_{c}$ were at some point merged with a following $\iota$ occurring in the same $v$. The stranded $v$-internal $\mathrm{H}_{l}$ could no longer be a boundary tone, and was treated in the same manner as the final tones of pre-nuclear $\mathrm{H}^{*} \mathrm{~L}$ and $\mathrm{L}^{*} \mathrm{H}$ : its target drifted rightwards,
so as to end up before the next pitch accent. This analysis, given in Gussenhoven (1983b: 62ff.) as 'partial tone linking', has a number of advantages. It first of all meshes with the rightward drift of trailing L and H of $\mathrm{H}^{*} \mathrm{~L}$ and $\mathrm{L}^{*} \mathrm{H}$, and thus shows that right-alignment of a tone before $\mathrm{T}^{*}$ is a general feature of English. Second, pre-nuclear H*LH combines with other pitch accents, like $\mathrm{L}^{*} \mathrm{H}$, as in the surprised (25), which suggests it is freely usable in pre-nuclear position.
(25)


Third, it explains the similarity in meaning between the contours in (24a) and (24b) (Gussenhoven 1983b, Cruttenden 1997: 67). This can be illustrated with the minimal pair in (26a,b). The intonational phrase HOPEfully he LOOKED at her is ambiguous between 'He looked at her hopefully', where the adverb modifies the verb, and 'It is to be hoped that he looked at her', where the adverb is a sentence modifier. When pronounced with a sharp fall on Hope- and a gradual rise across -fully he, as in (26a), the second meaning is preferred. Sentence adverbials like fortunately, hopefully, usually typically take $\mathrm{H}^{*} \mathrm{~L} \mathrm{H}_{l}$ when pronounced sentence-initially as a separate $\iota$ (Allerton and Cruttenden 1974, 1978), and the interpretation of (26a) reflects this. By contrast, verb-modifying adverbs typically take $\mathrm{H}^{*} \mathrm{~L}$ in the same position, and (26b) therefore easily invokes the latter meaning.


### 15.5.2 Delay

As we have seen in chapters 3 and 4, phonetic implementation will allow speakers to have more or less rightward displacement of accent peaks. However, the results of the experiment by Pierrehumbert and Steele (1989), summarized in chapter 5, section 5.4, suggest that the 'scooped' contours of Vanderslice and Ladefoged (1972) and Ladd (1980) are discretely different from the 'unscooped' $\mathrm{H}^{*} \mathrm{~L} \mathrm{~L}_{l}$ and $\mathrm{H}^{*} \mathrm{~L} \mathrm{H}_{l}$. In the scooped versions, low pitch appears in the accented
syllable, while the peak is shifted towards the right. Rise-fall(-rise) nuclear tones have in fact generally been recognized as distinct categories from the fall(-rise) tones (Crystal 1969; Halliday 1970; O’Connor and Arnold 1973; Pierrehumbert 1980). In Gussenhoven (1983b), I proposed a morpheme [DELAY] with the meaning 'significant' which could apply to $\mathrm{H}^{*} \mathrm{~L}(\mathrm{H})$ and $\mathrm{L}^{*} \mathrm{H}$, causing the starred tone to be realized late, in the next syllable over if there is one (cf. chapter 6, section 6.3.6). That is, if $H^{*} \mathrm{~L}_{l}$ means 'Addition', its delayed version means 'significant addition' (cf. Brazil's 'intensified' falls Brazil (1975)). ${ }^{2}$ Ladd (1983c) independently proposed a phonological feature [+delayed peak] for $\mathrm{H}^{*}$, replacing his earlier [+scooped]. ${ }^{3}$ Morpheme (27) was implemented by Gussenhoven and Rietveld (1992) as L-prefixation, whereby the L takes over the association with the accented syllable, and the $\mathrm{H}^{*}$ is timed after L . To ensure the correct association, the star is transferred to the prefix-L: scooped $\mathrm{H}^{*} \mathrm{~L} \mathrm{~L}_{l}$ thus shows up as L* $\mathrm{HL}_{l}$.

## (27) Delay: $\left.[\text { ** [ . . . }]_{\text {PitchAccent }}\right]_{\text {PitchAccent }}$ 'Significant'

In (28), both falls are delayed. As usual, the interaccentual slope is gradual. The monosyllabic use of $\mathrm{L}^{*} \mathrm{HL}_{\iota}$ is BrE ; it is ruled out for AmE by Leben (1975). Because of their L-prefix, delayed pitch accents are morphologically complex. Implications of this view are discussed in sections 15.5.3 and 15.7.


### 15.5.3 Downstep

While the phenomenon had been described earlier (e.g. O'Connor and Arnold's (1973) 'terraced contour') Pierrehumbert (1980) was the first to incorporate downstep, which up to then had been applied to lexical tone, in the analysis of an intonation-only language. In Beckman and Pierrehumbert (1986), downstep applies to $\mathrm{H}^{*}$ and their phrase accent H -, when occurring after a bitonal pitch accent. Ladd (1983c), with reference to Pierrehumbert (1980), pointed out that this analysis fails to capture the impressionistic similarity of different types of downstepped contours in English. The four panels in figure 15.2, from Ladd (1983c), reproduce four downstepping contours from her thesis. In contour (a), the first bitonal pitch accent causes downstep of the following $\mathrm{H}^{*}$, and because this pitch accent, too, is bitonal, the next $\mathrm{H}^{*}$ is also downstepped. As explained in chapter $7, L^{*}$ of $\mathrm{H}+\mathrm{L}^{*}$ is realized as ${ }^{!} \mathrm{H}^{*}$ (i.e. the pitch accent amounts to $\mathrm{H}+{ }^{!} \mathrm{H}^{*}$ ). In contour (c) the second and third peaks are downstepped because they are preceded by a bitonal pitch accent, while the same is true in contour (d), except that the peaks are formed by the second tone of the bitonal pitch accent $\mathrm{L}^{*}+\mathrm{H}$ instead of the $\mathrm{H}^{*}$ of $\mathrm{L}+\mathrm{H}^{*}$. Ladd's point was that the representations of


Fig. 15.2 Four downstepping contours in English, with transcriptions as per Beckman and Pierrehumbert (1986). From Ladd (1983).
these four contours do not have more in common than each of them with, say, $\mathrm{L}^{*} \mathrm{~L}^{*}+\mathrm{H} \mathrm{L}^{*} \mathrm{~L}-\mathrm{H} \%$, a contour without downstep. To remedy this, he introduced a phonological feature [ $\pm$ downstep] for H -tones, turning 'H into a phonological tone, rather than the result of an implementation rule (cf. section 6.3.4).

In addition to a rejection of the view that downstepped H is phonemically H , not 'H, Ladd's proposal implies that downstepping contours should resemble each other beyond the fact that they share the context for downstep. Strictly speaking, this is comparable to requiring vowels before voiceless coda obstruents in English to have a feature [+clipped], to reflect the fact that the context 'before tautosyllabic fortis obstruent' will create a shortened vowel in words like beat, rice, as compared to bee, bead, rise. What this suggests is that downstep is a morpheme, adding a common element of meaning to contours that have it. ${ }^{4}$ Downstep was analysed as a morpheme for Dutch (Gussenhoven 1991b; van den Berg, Gussenhoven, and Rietveld 1992), affixed to the $\iota$, which is implemented by downstepping $\mathrm{H}^{*}$ after H (see also section 6.3.6 in chapter 6). The morpheme is given as a feature on the $\iota$, in (29), its implementation in (30).
(29) English Morphological Downstep: [downstep] $\{\ldots\}$
(30) English downstep: $\mathrm{H}^{*} \rightarrow{ }^{\text {! }} \mathrm{H}^{*} /$ [downstep $\{\ldots \mathrm{H} \ldots \ldots$ (Implementation)

The representations of the four contours in figure 15.2 in my analysis are given in (31). The contours in panels (a) and (b) are phonetic variants in our analysis, and only differ in when the high pitch of many inter- is abandoned, allowing it to
slump down to the downstepped target of the $\mathrm{H}^{*}$ on -med.$-{ }^{5}$ Their representation is (31a). The contour in panel (c) is (31b) and consists of a series of $\mathrm{H}^{*} \mathrm{~L}$ accents. The contour in panel (d), finally, is given in (31c). Even though I write the star on prefix-L of [DELAY] to express its timing, the $\mathrm{H}^{*}$ that (29) applies to includes delayed $\mathrm{H}^{*}$.
(31) a. [Downstep] $\left\{\mathrm{L}_{l} \mathrm{H}^{*} \mathrm{H}^{*} \mathrm{H} * \mathrm{~L} \mathrm{~L}_{l}\right\}$ (=contours a, b, fig. 15.2)
b. [DOWNSTEP] $\left\{\mathrm{L}_{l} \mathrm{H} * \mathrm{~L} \mathrm{H} * \mathrm{LH}^{*} \mathrm{~L}_{l}\right\} \quad$ (=contour c)
c. [Downstep $\left\{L_{l} L * H L L * H L L * H L L_{l}\right\}$ (=contour d)

An objection that could be raised against the analysis of downstep as a phrasal affix is that nuclear $\mathrm{H}^{*}$ may escape downstep. As is clear from O'Connor and Arnold's (1973) 'High Drop' and 'Switchback' contours, downstep may leave the nuclear $\mathrm{H}^{*}$ unaffected, which can be pronounced at high pitch, just as if there had been no downstep in $\iota$ (Gussenhoven 1983c; Ladd 1983c) (see also note 3). An example from Beckman and Pierrehumbert (1986) was given in figure 7.1 in chapter 7. The nuclear $\mathrm{H}^{*}$ is alone in being able to escape downstep: an interruption at earlier points will create an $t$-break. To account for this fact, Ladd (1993a) has suggested that $\iota$ is a branching constituent, whose right-hand head is the nucleus. A problem with this analysis is that the boundary between the prenuclear and nuclear constituents would have to occur in improbable locations, such as between fall and through in The WHOLE BUSIness will FALL THROUGH (Gussenhoven 1983c), or even in the middle of a word, as in (32).


Recently, Truckenbrodt (2002a) has suggested that the difference between a consistently downstepped series of $\mathrm{H}^{*} \mathrm{~s}$ and one whereby the last $\mathrm{H}^{*}$ returns to the original pitch height, termed 'upstep' by Truckenbrodt, is to be accounted for by an association of the final, non-downstepped pitch accent to the $\iota$-node, as opposed to an association to the node of a lower ranking accentual phrase. ${ }^{6}$ In our OT model, where association with a constituent amounts to alignment with that constituent's right or left edge, Truckenbrodt's analysis amounts to a right-edge alignment of the last pitch accent, whose $\mathrm{T}^{*}$ will associate with the last accented syllable. (Recall that 'accent' is independently present as a marker in representations, chapter 3.)

A downstepped nuclear $\mathrm{H}^{*}$ is sometimes mistaken for lack of accent by inexperienced transcribers. The problem may be greater in German, where instead of a fall from mid to low pitch, there may be low pitch throughout the nuclear accented syllable in the equivalent contour, by the side of falls from mid to low (Grabe 1998a: 196). Since the low pitch resembles post-focal low pitch after $\mathrm{H}^{*} \mathrm{~L}$,
confusion may arise when judging contours by themselves. A direct comparison of narrow-focus (33a) and downstepping (33b) shows that the difference lies mainly in the steeper fall for 'contrastive' $\mathrm{H}^{*} \mathrm{~L}$ in (33a), which differs from the more sustained high pitch of $\mathrm{H}^{*}$ in (33b).


## The phonological context of English downstep

While only $\mathrm{H}^{*}$, whether or not delayed, can undergo downstep, the H on its left in (cf. (30)) can come from different sources:

- $\mathrm{H}^{*}$, as in the examples presented so far;
- Initial $\mathrm{H}_{l}$, as in (34). This intonation might be used when reading the title of a story which is subsequently read in full. The realization of $\mathrm{H}^{*} \mathrm{~L}$ is the same as that of the last $\mathrm{H}^{*} \mathrm{~L}$ in contours like (17a) (see also (22)).

- Trailing H of $\mathrm{L}^{*} \mathrm{H}$. This is shown in (35), where the highest pitch, coinciding approximately with in the, is due to trailing H .


In addition to this morphologically triggered downstep, English has phonologically triggered downstep within the pitch accent. We turn to cases of this type in sections 15.5.4 and 15.6.

### 15.5.4 Leading $\mathbf{H}$

Grice (1995b) drew attention to the contour in (37), where the high pitch on the cannot be explained as resulting from an initial $\mathrm{H}_{l}$, owing to the low pitch on $T o$.

Indeed, if we replace To with unaccented And then we decided to go to, it would still be the case that only the is high-pitched. That is, we are dealing with a contour like the French cliché mélodique, where the leading H is responsible for the highpitched pre-accentual syllable and the downstepped $\mathrm{H}^{*}$ on the accented syllable. Unlike other cases of downstep, downstep is independent of the [DOWNSTEP] morpheme, and purely phonologically triggered internally in the pitch accent (PA) (Grice 1995b). This is expressed in (36).
(36) English PA-Internal Downstep: $\mathrm{H} \rightarrow$ ! $\mathrm{H} /[\mathrm{H} \ldots-]_{\text {PitchAccent }}$

Grice characterizes the contour as expressing predictable information: (37) could follow a rhetorical question by the same speaker.


Because downstepped nuclear $\mathrm{H}^{*}$ has fairly low pitch, the question might arise why it is not analysed as L*. Recall that for French there were three arguments why that analysis is undesirable: defective distribution of $L^{*}$, the independent need for a downstep rule for pre-nuclear $\mathrm{H}^{*}$, and the phonetic realization as a fall from mid to low (section 13.3.2). Since English has L* in many other locations, the first argument does not apply, but the other two do. Moreover, in the case of English, downstepped $\mathrm{H}^{*}$ contrasts with $\mathrm{L}^{*}$. This was noted by Bruce Hayes (personal communication 1991), as shown in (38) (his examples, my transcription). Example (38a) uses a downstepped fall-rise as a listing intonation, while (38b) is a surprised question.


Grice pointed out that this contrast also exists after leading H. The difference may be subtle, as in the minimal pair in (39). This means that English has a morpheme meaning something like 'superfluous information', which takes the shape of (40). Leading $H$ must be a rare feature of English intonation, and is possible on nuclear pitch accents only.
a. [ A: What are we still waiting for?]

b. [ A: We've got all the salad stuff now, haven't we?]

(40) English Leading H: $\left.\left[\mathrm{H}+\left[\mathrm{T}^{*} \ldots\right]_{\text {PA }}\right]_{P A}\right\}$ 'Self evidence'

Analytically, Grice collapses (39a,b) with a right-shifted trailing H of a prenuclear $L^{*} H$, as in (38a,b), respectively. This equation leaves unexplained why a leading H -tone is realized precisely in the preceding syllable, while a rightshifting trailing H will cause a gradual rising slope to the next accent. For instance, In the direction of the MARket pronounced with $\mathrm{L}_{\iota} \mathrm{H}+\mathrm{H}^{*} \mathrm{~L}_{\iota}$ has low-pitched In the direction of and high-pitched the, but In the diRECtion of the MARket pronounced with $\mathrm{L}_{\iota} \mathrm{L}^{*} \mathrm{H}!\mathrm{H}^{*} \mathrm{~L} \mathrm{~L}_{\iota}$ has rising pitch over -ion of the. This clear phonetic difference by itself already motivates a separation of leading H and right-shifting H , as in the analysis defended here. In addition, the present analysis correctly predicts that right-shifting H implies a preceding accent, while leading H does not.

Finally, I need to explain the dots in the context of PA-internal downstep (36), which imply that the H-tones within the pitch accent need not be adjacent. This configuration arises if $\mathrm{H}^{*} \mathrm{~L}$ is provided both with leading H and with prefixL . The prediction is that downstep on the second PA-internal H is obligatory. I believe the combination is grammatical, and also that the prediction of downstep is correct, as illustrated in (41).


The obligatory downstep is also evident in (42), where the high level is significantly lower than the target for the leading H . The example expresses exasperation at someone's habitual absence by listing the places (s)he appears to be going to. By contrast, downstep would not be obligatory in $\mathrm{H}_{\iota} \mathrm{H}^{*}$, the high level contour after a high onset.
(42)


The discovery of two downstep 'rules' in English, a morphological one that attaches to the $\iota$ and a phonological one that applies within the pitch accent, may provide evidence for the morphological structure of English intonation. In particular, for the trailing H in (41) to undergo downstep, it must occur inside the same pitch accent as leading H , an analysis that is excluded if trailing H is taken to be a boundary tone of the Intermediate Phrase (see further section 15.8).

### 15.5.5 An extended tonal grammar

If the pre-nuclear fall-rise, downstep, L-prefixations, and leading-H are added to the mini-grammar of section 15.2.3, we arrive at (43). Clearly, although we still do not have a sizeable collection of exhaustive descriptions of intonation systems to measure this by, the intonation of English must be fairly complex. A coarse impression of the difference between English and French can be obtained by just comparing (43) as a typographical object with (35) in chapter 13. And we are not done yet, as English also has a vocative chant, to be discussed in the next section.

$$
\text { ([downstep]) }\left\{\begin{array}{l}
\mathrm{H}_{l}  \tag{43}\\
\mathrm{~L}_{l}
\end{array}\right\}(\mathrm{L})\left\{\begin{array}{l}
\mathrm{H}^{*}(\mathrm{~L}(\mathrm{H})) \\
\mathrm{L}^{*}(\mathrm{H})
\end{array}\right\}_{0}^{n}(\mathrm{H}+)(\mathrm{L})\left\{\begin{array}{l}
\mathrm{H}^{*}(\mathrm{~L}) \\
\mathrm{L}^{*}(\mathrm{H})
\end{array}\right\}\left\{\begin{array}{l}
\mathrm{H}_{l} \\
\mathrm{~L}_{l} \\
\emptyset
\end{array}\right\}
$$

NoSlump

### 15.6 The vocative chant

The vocative chant, briefly discussed in chapter 4 , section 4.2 .2 , is a pitch accent consisting of a sequence of a high- and a mid-level pitch. The high pitch begins on the accented syllable, the mid pitch on a stressed syllable after the accented syllable, i.e. on the next foot, or if there is no stressed syllable, on the $\iota$-final syllable (Liberman 1975; Ladd 1978; Hayes and Lahiri 1991b). The first syllable of each level, and optionally at most one unstressed syllable thereafter, is lengthened. This lengthening is phonological, in that it neutralizes the difference between short and long vowels, causing e.g. Jen and Jane to have the same duration when chanted (Hayes and Lahiri 1991b).

The two levels are obligatory, as shown in (45a), repeated from chapter 4, where they occur on an $\iota$-final syllable, each of them lengthening one half of the syllable. In (45b), the second level starts on an $\iota$-internal syllable, the beginning of a foot. In (45c), finally, the second level defaults to the $\iota$-final syllable. The
representation $\mathrm{H}^{*} \mathrm{H}(44)$ implies that English PA-internal downstep treats H after $\mathrm{H}^{*}$ as a downstepped tone, i.e. the pitch accent appears as $\mathrm{H}^{*!} \mathrm{H}$ in the phonetics.


The vocative chant is less felicitous if more than one foot follows the accented syllable (Bob Ladd, voce). While the words in (46a) readily lend themselves to the chant, this does not go for those in (46b). In this respect, the English vocative chant differs from its Dutch counterpart, which may have an indefinite number of post-nuclear feet, each of which may begin one of a series of descending levels (Gussenhoven 1993; Grice, Ladd, and Arvaniti 2000).
a. 'syn,tax, 'cu, cumber, 'coffee ma, chine, 'air con, ditioner
b. 'sentence ,syn, tax, 'cu, cumber, flavour

This pitch accent provides a diagnostic for secondary stress (Liberman 1975; Hayes 1995; Gussenhoven and Bruce 1999). For instance, the fact that the second syllable of cucumber starts the second pitch level implies that it is the head of a foot -cumber; in cubicle, a single foot, the second level occurs on the third syllable. As a result, the pitch accent can be used to diagnose the status of wordfinal syllables like -ke in Nike. If it is a foot, /ki:/, it ought to be hard to chant a compound containing the word: NIke flavour! should be less good than COFFee flavour!, independently of the peculiar semantics, and INstant Nike! should be hard compared to INstant coffee! By contrast, if the pronunciation is/'naiki/, Nike should behave just like coffee (for English feet, see chapter 2, section 2.2.2).

According to Hayes and Lahiri (1991b), the representation of the English vocative chant includes a metrical component to account for the sustainment of the pitch as well as for the association of the H to an unaccented foot, for which see their paper or its summary in Gussenhoven (1993). This section considers the tonal representation. In addition to the vocative chant of (44), there is a version which has the second level fully low pitched, the 'low vocative chant' (47), illustrated in (49a). Its meaning differs from that of (44) in that it expresses impatience, in addition to routineness (I've told you a thousand times!'). In addition, in Gussenhoven (1983b), I reported a wheedling version of the contour, in which the second level is followed by a rise in the last section of the last syllable, given in (48) and illustrated in (49b). The chants in (45), (49a), and (49b) reflect the three ways in which an $\iota$ can end in our analysis. The implementation module must be held responsible for the low-level realization of $\mathrm{HL}_{\iota}$ in (49a).
(47) $\mathrm{H}^{*} \mathrm{H} \mathrm{L}_{\iota}$ Low vocative chant
(48) $\mathrm{H}^{*} \mathrm{H} \mathrm{H}_{\iota}$ Vocative fall-rise

While it appears to be ungrammatical to have leading H in any of these contours, prefix-L would seem possible. When combined with (44), the pitch for the vowel begins low, and the two levels are carried out as usual. The meaning of this contour results from the two morphemic meanings: there is routine, due to the vocative chant, but at the same time the contour signals there is some special significance. It is shown in (49c).


### 15.7 Tone Copy

Finally, there is the question that arose in section 14.4.3. How are encliticized $\iota \mathrm{s}$ pronounced? The pitch contour of such an unaccented $\iota$ depends on that of the preceding $\iota$. With reference to Dutch, Gussenhoven (1987b) formulated a rule of Tone Copy (see also Pierrehumbert 1980: 51, Gussenhoven 1987a, 1990 for English; and Ladd 1996: 141 for French). In a frequent pattern, the last two tones after $\mathrm{T}^{*}$ of the preceding $\iota$ are copied to the encliticized $\iota$. In (50a,b,c), this is illustrated for $\mathrm{H}^{*} \mathrm{LL}_{l}, \mathrm{H}^{*} \mathrm{LH}_{l}$ and $\mathrm{L}^{*} \mathrm{H}_{\iota}$, respectively. Notice how the enclitized $\iota$ of (50b) begins low-pitched, but that in (50c) mid-pitched, which difference is to be attributed to the value of the trailing tone, L in (50b), but H in (50c).

b.

c.


Prefix $L$ of $L^{*} H L$ (section 15.5.2) is ignored by the rule. That is, reporting clauses after delayed pitch accents and their non-delayed counterparts are indistinguishable. The rule may serve to distinguish truncated half-completed falls that look like rising movements from real rises. In (51), for instance, the $\mathrm{H}^{*} \mathrm{~L}$ on $i t$, with its short vowel before [ t ], may look and sound like a rising movement, but the pitch of the reporting clause treats it as a half-completed fall. ${ }^{7}$


An alternative pronunciation of the enclitic $\iota$ has low pitch regardless of the preceding tones, which may represent a phonologically toneless expression. Recall, too, that the reporting clause may be incorporated in the preceding $\iota$, causing the entire expression to be pronounced as a single $\iota$, as explained in section 14.4.3.

### 15.8 Some comparisons with Pierrehumbert and Beckman's analysis

An important feature of the description in this chapter is that it assumes a single tonally defined domain, the $\iota$, rather than two, $\iota$ and a lower ranking intermediate phrase (ip). It is evident that intonational breaks in English vary in salience. For instance, when an actor rehearsing Shakespeare's As You Like It produces the $v$-medial $\mathrm{H}_{\iota}$ of (52a), he will more clearly interrupt his line than if he were to produce the toneless $\iota$-boundary of (52b). The latter pronunciation may be phonetically close to the single $\iota$-version (52c) (which might well in fact be more to the liking of his director).


In Beckman and Pierrehumbert (1986) as well as in ToBI (Beckman and Ayers 1994) (see also sections 7.2 .7 and 7.3), (52a) would have an $\iota$-break, (52b) an ip-break, and (52c) would have no break. In our analysis, the phrasing difference is between (52a,b), on the one hand, and (52c), on the other. It determines, for instance, whether is can have a reduced form [z] (Selkirk 1984). The difference between (52a) and (52b) in the salience of the break after world is due to the tonal structure. ${ }^{8}$ In fact, other tonal treatments of the internal $\iota$-boundary are likely to lead to finer distinctions. Contours $\left.L^{*} H\right\}$ and $\left.H^{*} L\right\}$, for instance, will create intermediate impressions. Yet, this will not motivate the existence of a further intonational constituent.

The ip has never been shown to fulfil a role that cannot be catered for by $\phi$ and $\iota$. It has been claimed to be the domain of rhythmic adjustments, as if it were the $\phi$ (Beckman and Pierrehumbert 1986; Nespor 1999; Shattuck-Hufnagel, Ostendorf, and Ross 1979), but rhythmic clash-based readjustments in pitchaccent distribution do not necessarily occur in domains that are closed off by an intonational break. While (53) can be pronounced with or without an intonational break between ChiNESE and STRIKE, clash resolution is ungrammatical ( ${ }^{*}$ CHInese will STRIKE), in any style in British English, while in (53b), clash resolution is obligatory. It is the $\phi$-structure that explains these facts, and so any role for the ip must be sought elsewhere. Earlier, it was argued that two examples of ip-boundaries were readily reanalysed (see sections 7.2.1 and 15.5.3).
(53) a. The ChiNESE will STRIKE when they have a SERious GRIEvance
b. CHInese LANterns are FUN

In addition, the Pierrehumbert-Beckman analysis predicts ip-boundaries in suspect locations. For instance, their prediction that a steep fall implies an intonational boundary runs foul of example (24a), repeated here as (54), which can only be described in their system by assuming a phrase accent L-after the first accent. The problem is threefold. First, there is no perceivable intonational break in the stretch between the accented syllables $f i$ - and -volved to begin with. Second, if there were a phrase break, it would come after committee, not after $f i$-, but the low pitch occurs after $f i$-. Third, if we replaced needn't with has been, a pronunciation of has as [z] is entirely grammatical, which confirms that there is no break after committee.


There is a similar problem in contours with pre-nuclear $\mathrm{H}^{*} \mathrm{~L}$, as pointed out by Ladd (1996: 96). If the fall of the pre-nuclear peak is rapid and to low pitch, the impression of an $\iota$-boundary is unmistakable and unproblematic in either


Fig. 15.3 Three $\mathrm{F}_{0}$ manipulations of the same source utterance Edinburgh is the capital of Scotland. The contour in panel (a) has an internal $\iota$-boundary; those in panel (b) and (c) do not.
analysis. If the fall is slower or less deep, the impression of a boundary disappears. However, it is not evident that an intermediate kind of boundary is to be perceived between this slacker fall and a slowly descending slope between the first peak and the beginning of the next. I give the $\mathrm{F}_{0}$ tracks of three manipulated versions of the same source utterance in figure 15.3. Contour (a) has an internal $\iota$-boundary. Contours (b) and (c) are predicted to be identical by our analysis, both being instances of $\mathrm{L}_{l} \mathrm{H}^{*} \mathrm{~L} \mathrm{H}^{*} \mathrm{~L} \mathrm{~L}_{l}$ which vary in the amount of rightward shifting of the first trailing L-tone. Indeed, although phonetically these contours are different, they sound similar. By contrast, ToBI must find employment for both $\mathrm{H}^{*}$ L$\mathrm{L}+\mathrm{H}^{*} \mathrm{~L}-\mathrm{L} \%$ and $\mathrm{H}^{*} \mathrm{~L}+\mathrm{H}^{*} \mathrm{~L}-\mathrm{L} \%$, in addition to $\mathrm{H}^{*} \mathrm{~L}-\mathrm{L} \% \mathrm{~L}+\mathrm{H}^{*} \mathrm{~L}-\mathrm{L} \%$, but no evidently contrasting contour triplet seems available for these representations.

In addition, there are a number of contrasts that ToBI cannot express. Earlier, Nolan and Grabe (1997) deplored the inability of ToBI to describe late postfocal falls. Since $\mathrm{H}-\mathrm{L} \%$ is used to represent mid pitch, there is no representation available for the level-slump of urban varieties spoken in the north of England and in Northern Ireland (see section 15.2.4). Some contrasts are not accommodated in ToBI, like that between 'scathing intonation' (12a) and the low-level contour (12b), or the three varieties of the vocative chant.

While these latter problems could be solved by expanding the ToBI system, the decision to have two tonally defined domains seems a more fundamental problem.

Finally, there is the problem of Pierrehumbert and Beckman's superfluous $\mathrm{L}+\mathrm{H}^{*}$. If we ignore non-downstepped $\mathrm{H}_{2} \mathrm{H}^{*} \mathrm{~L} \mathrm{~L}_{l}$ and $\mathrm{H}_{2} \mathrm{~L}^{*} \mathrm{HL} \mathrm{L}_{l}$ and downstepped $\mathrm{H}_{2} \mathrm{~L}^{*} \mathrm{HL} \mathrm{L}_{l}$, a monosyllabic utterance like Fine! can have three types of fall, a downstepped fall, a plain fall, and a delayed fall, as shown respectively in (55). This description, including the characterization of (55b) alone as morphologically simplex, seems entirely satisfactory. In ToBI, pronunciation (55a) is $\% \mathrm{H}^{!} \mathrm{H}^{*} \mathrm{~L}-\mathrm{L} \%$, ( 55 b ) is $\mathrm{H}^{*} \mathrm{~L}-\mathrm{L} \%$, and ( 55 c ) is $\mathrm{L}^{*}+\mathrm{H} \mathrm{L}-\mathrm{L} \%$. However, ToBI predicts the existence of a fourth contour, $\mathrm{L}+\mathrm{H}^{*} \mathrm{~L}-\mathrm{L} \%$, which must be like (55d), but have an earlier peak than ( 55 c ). This prediction seems wrong. If downstep is included, English has three contrastingly aligned accentual falls (cf. Kohler 1990 for German), not four.


### 15.9 Conclusion

Perhaps even more so than previous analyses of English, the above application of the Autosegmental-Metrical model to the intonation of British English has revealed a highly complex system, which nevertheless yields to a grammar taking just a few lines of print. Among the features of Gussenhoven (1983b), I have been able to maintain (a) an 'off-ramp' analysis, i.e. one employing bitonal pitch accents with trailing tones only; (b) a single intonational phrase; (c) right-aligning trailing tones in pre-nuclear pitch accents; and (d) the pre-nuclear occurrence of $H^{*}$ L H. Features (a) and (b) were adopted from the 'British' tradition, as represented for instance in O'Connor and Arnold (1973), while (c) and (d) followed from an interpretation of their 'heads' as pre-nuclear nuclear pitch accents. In addition, the three right-edge conditions ( $\mathrm{L}_{l}, \mathrm{H}_{l}$, and no boundary tone), introduced in the computer implementation of that description (Gussenhoven and Rietveld 1992) (see also section 7.3.2 and Grabe 1998a) were consistently found to produce the correct contours, as in the case of the vocative chant. While 'delayed rises', i.e. L*LH, could not be shown to be a distinct contour from $L^{*} \mathrm{H}_{l}$, the implementation of delay as L-prefixation in Gussenhoven and Rietveld (1992) was maintained, which analysis characterizes $L^{*} \mathrm{HL}$ as a kind of fall, $\mathrm{H}^{*} \mathrm{~L}$, not a kind of rise, $\mathrm{L}^{*} \mathrm{H}$. Tone Copy and the notion of unaccented $\iota \mathrm{s}$, here encliticized $\iota$ s, was carried over from Gussenhoven (1987a). I have included two less-common contour types, scathing intonation and leading H , reported by Monaghan (2000) and Grice (1995b), respectively, as well as the high rise $\left(\mathrm{H}^{*} \mathrm{H}_{l}\right.$ ), whose existence as a separate contour from $\mathrm{L}^{*} \mathrm{H} \mathrm{H}_{l}$ had escaped me until the mid-nineties. Downstep of $\mathrm{H}^{*}$ was shown to represent two phenomena. First, there is a phonologically triggered (i.e. obligatory) PA-Internal

DOWNSTEP of $\mathrm{H}^{*}$ after any H within the pitch accent; and second, a morphologically triggered rule downstepping $\mathrm{H}^{*}$ after any H -tone within the $\iota$, English DOWNSTEP. Moreover, I included examples of (morphological) downstep after initial $\mathrm{H}_{\iota}$, a phenomenon first pointed out to me by Peter van der Vliet (personal communication around 1992). The rule of English UPSTEP applies to $\mathrm{H}_{l}$ after H . As always, many issues remain.

## Notes

1. Brazil, like others writing in the British English tradition, uses 'high rise' for $\mathrm{L}^{*} \mathrm{H} \mathrm{H}_{l}$, taking the adjective to refer to the contour end-point, rather than the beginning-point, as in the American usage. In British English usage, 'low rise' refers to a contour which does not rise a great deal, due to a reduced pitch span; or to a contour to be described later as the 'low low rise'. In the literature on British English, no distinction is usually made between what are here called the low rise and the high rise, and both would presumably count as 'high rises' (but see Crystal 1969). Brazil's meaning of his 'low rise', i.e. a low rise with reduced pitch range, was that of 'neutrality', of a withdrawal from the informational interaction.
2. My delayed $\mathrm{L}^{*} \mathrm{H}$ has not been recognized as a contour by other researchers (Cruttenden 1997: 123); indeed, the hypothesis that delayed rises are morphologically akin to delayed falls requires more evidence if it is to be upheld.
3. Bob Ladd and I had frequent and lively discussions on the structure of the intonation of English in 1981, and, as he notes in his book, the correct attribution of some of the similar elements in our analyses may be unclear.
4. In a different context, Ladd (1993a) observed that downstep is in fact meaningful.
5. I find that native speakers cannot readily hear (a) and (b) as distinct, and need guidance to hear the difference in resynthesized utterances, while each of (a) and (b) is easily distinguished from both (c) and (d).
6. For this solution to work, the assumption of an Accentual Phrase is not really needed, since the pre-nuclear accents could be distinguished from the nuclear one in not having any association with a prosodic constituent.
7. A case like (51), in which only the trailing tone appears to be copied, suggests that there should be minimally one tone. Perhaps the generalization is that the copy contains minimally one and maximally two tones, one of which must be left-aligned, to exclude the occurrence of a solitary $\mathrm{T}_{\iota}$ in the enclitic $\iota$.
8. It is striking that examples of $v$-internal $\iota$-breaks in work that uses the ip are virtually always marked by $\mathrm{H}^{*} \mathrm{~L} \mathrm{H}_{\iota}$.
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Marsi, Erwin 88-89, 94
Martín de Vidales, Igor 170-184
Martinet, André 69
Matisoff, James 42-48
Matsumori, Akiko 40
Mcallister, Jan 10
McGarr, Nancy S. 7
McCarthy, John J. 143-144, 146, 294
McCawley, James 42
Meeussen, A. E. 103-105
Mennen, Ineke 133, 134
Mertens, Piet 266-271
Mihm, Arend 230-251
Miller, Jim 10
Miller, Mark 120
Mol, Hendrik 13
Monaghan, Alex 90, 141, 300-319
Morton, Eugene W. 80
Morton, Rachel 52-68, 85
Moulines, E. 10
Mountford, Keith W. 48, 100-108
Myers, Scott 7036
Nespor, Marina 125-135, 142, 263-264, 290, 317
Nettle, David 42
Newman, John 32
Newman, Paul 103

Newport, E. L. 66-68
Ngunga, Armindo 32
Nilsen, Randi Alice 209-217, 222-226
Nolan, Francis 138, 318
Nooteboom, Sieb G. 257
O'Connor, J. D. 125, 127-129, 296-302, 304-307
Odden, David 32, 104-112
Ohala, John J. 8, 43, 71-72, 79-80, 196
Ohara, Yumiko 81
O'Shaughnessy, Douglas 115
Ostendorf, Mari 57, 135-141, 317
Otake, Takashi
Pacilly, Jos J. A. 120
Palmer, Harold E. 296
Pang, Keng-Fong 48
Pearson, Mark 122
Peeters, Wim 234
Peng, Shu-Hui 36
Perkell, J. S. 3
Peters, Jörg 91, 155, 241
Petterson, Robert G. 32
Pierrehumbert, Janet 19-22, 25, 38-42, 48, 57, 58-62, 77, 93, 98-106, 123-132, 134-137, 145-156, 159-162, 170-175, 176, 185-208, 209-210, 212, 263-264, 281-286, 292-293, 296, 298-300
Pike, Eunice 41, 232
Pike, Kenneth L. 22, 26-27, 33-48, 110, 128, 296
Pitrelli, John F. 57
Poser, William J. 15, 38, 100, 186-188, 190-191
Post, Brechtje 68, 89-94, 104, 138-142, 253-254, 273
Price, Patti 57, 135-141
Prieto, Pilar 134
Prince, Alan 19-20, 141, 142, 143-146, 148-150, 275-280, 281
Pulgram, Eric 258
Pulleyblank, David 30, 58
Putschke, Wolfgang 232
Quirk, Randolph 292
Radford, Andrew 285
Ramsay, Robert 28-44
Reetz, Henning 3-8, 95, 124
Remijsen, Bert 41, 67-68
Repp, Bruno 52, 85, 118
Riad, Tomas 150, 215-219, 222-223
Rialland, Annie 108-111, 114
Rietveld, Toni 1-5, 21, 52-63, 64, 82-85, $107-113,115-116,126,128-134,225$, 292-293, 307-308, 319
Rivera-Castillo, Yolanda 41

Rivierre, Jean-Claude 28-44
Robert, Stéphanie 87
Römer, Raúl G. 41, 87
Rooth, Mats
Rosner, B. S. 69, 167
Ross, Ken 317
Rudin, Catherine
Rump, Willem 52, 85, 118
Sag, Ivan 124
Sagart, Laurant 27
Salaberria, Jasone 170-184
Szabolcsi, Anna
Schepman, Astrid 134
Scherer, Klaus 72-81, 92-93
Schmerling, Susan 72-81, 92-93
Schmidt, Jürgen E. 228-236
Schouten, Bert 48, 234
Schubiger, Maria
Scobbie, James M. 75
Selkirk, Elisabeth 14, 47, 86, 125, 141, 144-145, 150-159, 187, 212, 263, 287, 289-290, 317
Sereno, Joan 162
Seuren, Pieter A. M. 251
Shakespeare, William 212, 316
Shankweiler, D. P. 66
Shattuck-Hufnagel, Stephanie 22, 123-135, 141, 317
Shen, Tong 83, 159
Shen, X. S. 91
Shimizu, Katsumasa 153
Silverman, Kim E. A. 8-9, 57, 93, 234
Slis, Iman 73
Sluijter, Agaath 14, 15
Smiljanić, Rajka 42, 61, 170-182
Smith Jr., Henry L. 19-20, 126-128
Smith, Norval 41, 75
Smolensky, Paul 143, 257
Snider, Keith 34, 101-102, 105
Sotillo, Catherine 10
Soukka, Maria 46
Steedman, Mark 297
Steele, Joshua
Steele, Shirley 62, 93, 184, 306
Stevens, Kenneth 73
Stewart, John 100-102
Story, Robin S. 7
Strangert, Eva 133, 227
Strik, Helmer 97-119
Studdert-Kennedy, Michael 66, 82-91, 92-96
Sugahara, Mariko 205-206
Sun, Xuejing 196
Sundberg, Johan 196
Svantesson, Jan-Olof 42-44
Svartvik, Jan 292
Swerts, Marc 113

Taff, Alice 135
Terken, Jacques 52, 76-91, 113-118, 126-137, 140
't Hart, Johan 61-62, 76-89, 97-98, 108, 125-126, 129
Thomas, Elain 88
Thompson, Henry 10
Thorsen, Nina; see Grønnum
Trager, George L. 19-20, 126-128
Trim, J. L. M. 291
Trommelen, Mieke 276
Truckenbrodt, Hubert 108, 126-129, 144-160, 162-163, 285-286, 309
Turk, Alice E. 73, 123-133

Uhlenbeck, E. M. 13
Uldall, Elizabeth 82-88
Uwano, Zendo 32-38
Vaissiere, Jacqueline 129
Vallduvì, Enric 86
van den Berg, Rob 107-115, 116, 126-128, 308
van Bezooijen, Reneé 72-96, 120
van der Hulst, Harry 28-36, 41, 76, 105-106
van der Vliet, Peter 42, 137-139, 140, 230-243, 247, 320
van Gestel, Joost 5
van Heuven, Vincent 5, 15, 46-48, 67-68, 91, 120
van Santen, Jan 134
Vance, Timothy J. 189
Vanderslice, R. 20, 141, 306
Varga, Laszlo 70, 140, 153
Vergnaud, Jean-Roger 14-19
Verhelst, E. 10

## Subject index

*P 165, 288
*T 1-2, 3-9, 159, 188-194, 257-260
accent 12-22, 26-27, 36-42, 171, 190, 309
accent range 79-94
accent language 41-42
accentability 310
accentual analysis, of tone language 39, 210
accent assignment 38,186
accent deletion, see deaccentuation
accentual downstep 115
accentual lengthening 73, 133
Accent Phrase 209-220
Accentual Phrase 126, 170-172, 176, 186-199, 200
Addition 297, 299-307
affective meaning 79-94
aliasing 4
alignment, in Optimality Theory 143-150, 152, $179,192,215,242-245,255,278-287,309$

Verluyten, S. 253
Vismans, Roel 48, 263
Vogel, Irene 125-135, 142, 167, 263-264, 286-290, 293
Voorhoeve, Jan 27
Warner, Natasha 191
Wedekind, Klaus 27, 96
Weinert, Regina 10
Wells, John C. 15, 294
Welmers, William E. 100-106
Wetterlin, Allison 211
Whalen, Douglas H. 75
Wichmann, Anne 85-91
Wiegand, Herbert E.
Wiesinger, P. 232
Wightman, Colin W. 57, 135
Willems, Nico J. 66-68, 73
Williams, E.
Winkler, Susanne
Winston, F. D. D. 101
Wistrand, Kent 110
Wright, B. A. 74
Xu, Yi 72, 134
Yip, Moira 28-33, 133, 143
Zahid, Indirawati 84
Zec, Draga 135
Zhang, Jie 31, 157-158
Zimmerman, Roger 120
Zoll, Cheryl 157
Zonneveld, Wim 276
Zubizarreta, Maria Luisa 86
alignment, phonetic $22,61,62-67,72-74$, 84-91, 124-133, 134, 213, 245
alignment, with head
alignment, with focus 180-182, 204, 212, 287
alignment, with two edges $134,153,302$
allophone 189-190, 269
allomorphy 236-247
Alternation Principle
Analogical Lengthening 230, 249-250
analogy 229-243, 249
animal communication 50-53
Apocope 230-231, 232
arbitrariness 50, 53-54, 80
arytenoids 1,7
association 144-148, 149-150, 171, 185-188,
189-202, 210-215, 246-247, 272, 297
Association Convention 31, 186
association with focus 171
autocorrelation 5
automatic downstep 101, 171
Autosegmental-Metrical model 123, 170, 185-187, 209, 266, 316-320
autosegmental phonology 19, 28-48, 123-125
autosegmental representation 129,274
Bernoulli effect 2
binary opposition
BinMap 161, 184, 187, 289-290
biological code 79-95, 206
boundary tone $22,123-126,128-134,174$, 187-189, 200, 266-272, 274-291, 295, 305-319
breath group 79, 97
breathy voice $8,27-29,43,81$
British tradition in intonation analysis 125-127, 140, 319
categorical perception 66,69
central tone 212
clash 294, 317
clefting
cliché mélodique 266-270, 271
clitic 179, 290-291, 292
compensatory listening 234
complete linking 135
complete reset
complex predicate
compound 15-18, 19-21, 171, 214-219, 274-277
compound stress 19-23
compression 138
Con 145-168
Concatenate 150, 152-153, 192-197, 215-216, 220
constraints, unranked 161-163
constraint ranking, on the hoof 163
constraint ranking, variable ranking 163, 232, 260-265
constraint reranking 163, 253-265
contour interaction 129
contour tone 26, 273
contour tone language 26, 232
contrast preservation 73-74, 75
contrastive stress
control, in articulation 60, 72, 75-77, 97
cricoid 1-7
creaky voice $8,27-43,81,88$
cumulative upstep
curtailment, see truncation
cyclicity 163-164, 166, 280-282, 284-294
deaccentuation 38, 87, 254, 276-277, 287
declination 80-88, 89, 97-113, 226
definitional focus
Dehnung 230
delay morpheme 306
delayed peak feature 307

DEp-(IO) 148, 279-281
dephrasing 206, 274
depictives
desequencing 250
design features, of language 49-50
diacritic use, of phonology 104, 232
digitization 3-4
dimorphism 80
discrete level (tone language) 100
discreteness 50-51, 52-54, 306
doubling error 6
downdrift 101
downstep 32-34, 83-90, 98-119, 131, 177, 178, 200-202, 266-267, 271, 303-307, 310-313
downstep, after H-tone 104, 268-271
downstep, automatic
downstep, interrupted
downstep, of L-tone 102-105, 106
downstep, of M-tone 106
downstep, PA-internal in English
downstep feature 105-117, 308
downstep morpheme 308
duality of structure $22,50-52,53-57$
duration 17
echo question
Effort Code 71-94, 122, 206
encliticization 290-291, 294
encliticized $\iota 315$
enhancement 27-34, 73-74, 75, 114, 224-225, 228, 232-234
epithet 162
epitone 236-241, 242-250
ERB 5
excursion size 76-85
Exhaustivity 162
extra High 66, 130, 185-207
Eval 145-146, 162
fade out reversal 9, 236
Faith 216-220
final lengthening 73, 135, 254-273
final lowering 98-99, 107-110, 178, 276
flat hat 269
floating tone $35,128-133,159,212-214$, 272
floating L-tone (downstep) 102, 103, 130
floating tone (morpheme) 35
focal tone 211-212, 213-216
focus $23,50,86-88,159,180,192-204$, 212-214, 221-222, 243, 286-293
focus, broad 86
focus, contrastive 86
focus, corrective 86, 180-181, 182-184, 212-227, 295
focus, informational; see focus, presentational focus, narrow 60-61, 86-91
focus, presentational $86,88,180,184$, 212-227
focus ambiguity
focus domain
focus particle 87
focus projection
focus types 86
focus constituent 86, 211-212, 223, 314
focus constituent, minimum size of foot $12-14,15$
Frequency Code 71-94, 122
function words
fundamental frequency $2-9,81$
geminate
Gen 144-145
gender 207
glottalized voice; see creaky voice
glottis 1
gradience 52, 116
grammaticalization 49, 83-94, 98-107, 112-113, 178

Наммоск 256-259, 262-271
H-raising 108-110, 297
half-completion 142, 299-300, 302-316
halving error 6
head (British tradition) 302
headedness 162
high rise 63, 299-319
hyoid 8-11
iamb 14-16
iconicity 51, 72-76
Ident 52, 116
imperative, accent in 265
implementation; see phonetic implementation
incorporation 290-294
interrogative intonation 54, 82-84, 100-119, 120-122, 186-202, 225-226, 229-233, 235-236, 266
information structure 23, 86
informational meaning 79-82, 83-85
Initial Accent Deletion
InitialBranching 180, 290
initial raising 114-119
initial strengthening 135
Intermediate Phrase 125-126, 127-137, 167, 170-176, 180, 192-199, 292, 316
interpolation 29, 128-129, 198-201
intonation 12-22
intonational meaning 24, 79-95, 124, 306-312, 315
intonational lexicon 46
routine (intonational meaning) 22-23, 76, 77, 123-125, 166-169, 170-176, 254-266, 275-287, 292, 299, 316
intonational phrase $22-23,76,77,123-125$, 166-169, 170-176, 254-266, 275-287, 292, 316
intrinsic $\mathrm{F}_{0} 8,42-43,75,232$
IViE 137
juncture phoneme 126
L-prefixation 307, 313-316
laryngealization 8
larynx
Layeredness 162, 290
leading tone 128-133, 268-270, 310-319
level ordering 258
level tone 26
lexical diffusion 230
Lexical Phonology 22, 58-60, 274-276, 278
lexical representation 58-59, 143, 172, 276
liaison 273
Linearity 144-152, 168
listing 230
loan word 15
low rise 63, 298, 299-300
main stress
major phrase 160, 292
Map Task 10
markedness
matrix sentence 287-291
Max 147, 238, 279-283, 284-286
Max ${ }_{\text {OO }}$ 165, 288-289, 290
metalinguistic use 222-227
metathesis
metrical grid 14, 141
metrical tree 19,123
metrically bound tone 42
mid tone 35-43
minor phrase 292
monosyllabic foot 14
mora 16, 29
moraic trochee
morphological analysis of intonation
morphological downstep 106-108
morphological tone 46
murmur 34
negation, with tone 88
Neogrammarian change 229-250, 251
nested downstep 115
neutral stress 130, 273, 296-301, 305-313
neutral tone (Chinese) 35
neutralization 191
news sentence
NoAssoc 144-149, 151-158
NoClash 255-256, 259-266, 278-279
NoContour 146, 149-158, 193-196, 272
NoCrossing

NoCrowd 146-149, 193, 216
NoFall 146
non-automatic downstep 101
Nonrecursivity 162, 285
non-uniformity of structure 146-156
NoRemoteClash 260-261, 262-263, 278-279, 284-286
NoRise 146, 148, 195-197, 238-239, 240-241
NoSlump 281, 301-302
NoSpread 149, 193-196
NoTarget 155, 168, 239
NoVeryRemoteClash
normal stress
nuclear pitch accent 126-127, 296-309
nuclear contour 296, 302
Obligatory Contour Principle (OCP) 31-32, 33-36, 146-149, 187-194, 195-196, 221, 249, 268
Optimality Theory $33,142,143-169,192-197$, 201, 216-217, 238-242, 254-256, 266-271, 276-286, 288-290
octave jump 6
off-ramp/on-ramp analysis, of English 127-128, 134, 319
onset, of $\iota 89,118,127,304$
onsetless syllable 257
output-output faithfulness $164,258,275-282$, 294
Open Syllable Lengthening 230-249, 250
paradigmatic relation 26
paralinguistic meaning 24, 69, 71-95
parenthetic $S$
partial linking 134, 302
partial reset 115
peak delay
PeakProm 88, 256-257, 258-273
perceptual equivalence 62
period 1, 2
perturbation; see pitch perturbation
phonetic implementation 49-58, 59-62, 105, 110-111, 124-128, 130-131, 143, 189, 224, 235, 268, 308
phonetic underspecification 23, 35-36, 129, 185
phonological adjustment
phonological change
phonological phrase $167,170,253-254$, 265-266, 278-292, 317
phonological word 170, 253-255, 275
phrasal downstep 115-116
phrase accent 25, 126-127, 139-141, 212
pitch 1-2, 3-9, 159, 188-194, 257-260
pitch accent 47-48
pitch accent, Beckman 47-48
pitch accent, bitonal 22, 48, 124-133, 134, 168, 210-220, 307
pitch accent, splayed 220, 271, 304-312, 319
pitch key
pitch range 76, 124
pitch register 76-92, 120
pitch span 76-79, 85, 120, 200
pitch perturbation 3-5, 75, 232
pitch tracker
Plateau 203
pre-accenting suffix 38
preboundary lengthening; see final lengthening
prehead, see onset
polar tone 89
positional markedness 157-169
postlexical phonology 58, 172
predicate, natural
predicate argument structure
pre-nuclear pitch accent 302-304, 317-318
pre-nuclear pitch accent, fall-rise 296-305, 313
precompilation 29, 265
prehead; see onset of $\iota$
prelinking 210-222
preplanning 111
presentational focus; see focus, presentation
primary stress $14-19,21$
privative analysis 209,218
procliticization 276-290
procliticized $\phi$ 280-285, 286-294
Production Code 71-89, 90-91, 98-121
prominence 40-47, 85, 118-122
prosodic hierarchy $88,143-144,159-168$, 254-266
PSOLA 10
quantity 16-17
quantity-sensitive 17
quantization 4
Raddoppiomento Syntattico 142
raised H ; see extra High
register, feature 223
register, word melody 38-48
register, pitch band 48
register, style 48
register, voice quality 27
register tier 34, 117, 194
register tone language 26-48
reference line 76-85, 110-118
reporting clause 162
reset 113-116
restructuring 134, 264, 290
resynthesis
rheme 297
rhythm 141-142, 199, 253, 274-294
Richness of the Base 145
Sentence Accent Asignment Rule
sampling rate 3
scaling 124
scathing intonation 300-319

Schärfung 230
secondary association 138-139, 189-197, 199
secondary stress 21,22
segmental landmarks 134
semantic analysis, of intonation
semitone 5
Selection (intonational meaning) 297-299
sentence particle
sign language 76
SingleTarget 155
sleeptoon 230
spectral tilt 14, 48, 304
speech style 60, 293
stability 33,103
starred tone ( $\mathrm{T}^{*}$ ) 22, 37, 133, 302-307
stød 209-224
stoottoon; see Schärfung
stress 12, 22, 40-41
stress clash 141
stress, degrees of 19-22
stress, feature 19,141
stress shift 56, 141, 142, 167
stress-to-weight 16
stress accent, Beckman 47
Strict Layering Hypothesis 159-162
subordination, of pitch $90,112,178-179$, 207
substitute use of pitch (biological codes) 80-92
surface representation 58,59
syllable
syntactic tone 46
syntagmatic relation 26
$\mathrm{T} \rightarrow$ TBU 149, 193-194, 203, 216-220, 271
tableau
tag 292, 294
target $23,29,79,128-129,154,215$
ternary foot 14
Testing (intonational meaning) 297-299
TBU 29-31, 35-37, 103, 123-133, 154-158, 187-193, 211-216, 246
$\mathrm{TBU} \rightarrow \mathrm{T}$ 148-149, 151-152, 195, 196, 216, 239
theme 297
thyroid 1-7, 8-11
ToBI 132
ToDI 137
tonal analysis, of tone language
tonal grammar 130, 273, 296-301, 305-313
tone levels, notation
tonal morpheme 34, 103-109
tonal root node 33,117
tonal root tier
tonal tree 34
tone
tone clock (tone circle) 36
tone cluster 33, 133
tone contour 33, 133
Tone Copy 315-316, 319
tone features 27-34
tone language 12-15, 26-38, 75
tone language, terraced level
tone language, discrete level
tone letter 28
tone loss 234-250
tone melody
tone reversal 245
tone tier 28-29, 33, 129, 144-157, 176, 190-198
tone sandhi 36
tone sequence model 129
tone spreading
tone stability
toneless morpheme 34
tonogenesis 42-44, 234-250, 251
tonogenesis, de novo 44, 228-232
tonegroup (British tradition) 125
topicalization 175, 287
total downstep 105-106
trailing tone $23,128-133,154-155,268-271$, 302
trimoraic quantity 231
trochee 14-24, 164
truncation 9, 16-17, 133, 220, 236-241, 242-246, 316
Twin Sister Convention 168
underlying representation 58, 106
phonetic underspecification
undershoot 79
ungrammatical contour
unrestricted tone language 27
upstep 34, 108-110, 131, 298-309, 320
Utterance 125, 170-176, 201
variability 164,234
vocal folds $1,2-3,15,72-79,97$
vocal tract 72
vocative chant 57, 300-313, 319
vocative chant, low 21, 314
vocative chant, with end-rise 314
voice quality $15-16,27$
voice onset time 66, 153
vowel duration
vowel quality $1,15,232-234$
weight by position 17
weight-to-stress 16-17
whistling language 48
Wrap 38-42
word melodies 26-27
word melody 38-42
word stress

## Language index

Acatlan Mixtec 110
Arabic 74
Awid Bing 43
Bambara 35, 53, 100-108
Bamileke 102
Bantu
Barasana 39-40, 41, 210
Baule
Basque 28, 112-117, 126, 159-167, 171, 293
Basque, Bermeo
Basque, Gernika 171-172
Basque, Gipuzkoan
Basque, Lekeitio 159, 171-184, 186-188, 204
Basque, High Navarrese
Basque, Northern Biskaian 42, 170-184, 186-187, 206, 210
Benčnon 27
Bengali 32-46, 54, 84, 136-140, 146-152, 159-163, 254, 275
Bimoba 101-102, 113
Bulgarian

Cèmuhî
Central Carrier 41
Central Franconian, see German
Chicheŵa 16, 36, 153-160, 166-167
Chickasaw 54, 92
Chinese, Cantonese 34
Chinese, Danyang 33
Chinese, Hailar 36
Chinese, Mandarin 28-33, 34-35, 91, 98-99, 134
Chinese, Wenzhou 36
Chipewayan 43, 157
Chumburung 102-105
Dagaara 35
Dagara 112, 114
Danish
Dinka 106-112
Dutch 16, 21, 28-33, 46-47, 52-61, 63-67, 72-73, 76-84, 97-98, 100-107, 125-127, 128-133, 150-162, 220-225, 226, 230-249, 250, 296-298, 308-314
Dutch, Belgian 81, 234
Dutch, Hasselt 228
Dutch, Maasbracht 241
Dutch, Maastricht 42, 45-48, 228-233, 234
Dutch, Roermond 58-70, 151-154, 228-235, 238-239
Dutch, Tongeren 229-244, 245-246
Dutch, Venlo 30-42, 137-138, 154-158, 229-235, 238-245

Dutch, Weert 234
Engenni 88, 109
English 8, 13-15, 34, 51-52, 53, 73-76, 77-84, 98-110, 111-113, 123-125, 126-133, 150-156, 186, 209-226, 253, 274, 320
English, American 46, 63, 81-82, 92, 118-122, 123-124, 127-128, 145, 296-297
English, Belfast 54, 301-318
English, Birmingham 301
English, British 9, 73-74, 76, 122, 124-127, 128-137, 296
English, Cambridge 138
English, Leeds 138
English, Liverpool 301
English, Manchester 301
English, Tyneside 301
English, West Coast
Etung 31-32
Finnish 164
French 68, 74, 113, 141-142, 163-167, 253-273, 275-284, 304-311, 315

Ga'anda 106
Georgian 137
German 8-9, 28, 72-81, 92, 137-138, 140, 226, 230, 231-250, 296
German, Central Franconian 228-250, 251
German, Cologne 228-232, 235-241
German, Düren 241
German, Hamburg 93, 231
German, Mayen 229-236, 237-241
German, Swiss 91, 140
German, Trier
Greek 141-142
Greek, Cypriot 140
Greek, Standard 70, 133, 140
Guaraní 53
Haida
Hausa 34, 162, 195
Hawaiian 33
Hungarian 70, 91, 140, 153
Iau 27
Igbo 101-102
Italian 16, 91, 104, 141-142
Italian, Palermo 138
Japanese 15, 27-45, 72-81, 83-88, 100-106, $113,126-129,133,146,159,175-177$, 216, 271
Japanese, Ibukujima 38
Japanese, Maeno 40
Japanese, Nakamura 32

Japanese, Tokyo 40-42, 170
Jita 84
Kachru 109
Kairi 32
Kanakuru 103
Kaure 39, 210
Kikirewe 112
Kikuyu 29-32, 101-102, 106
Kimatuumbi 162
Kirimi 108, 112
Kishambaa 32, 104-105, 110
Korean 126, 167
Korean, Middle 44
Korean, Seoul 43, 135
Kukuya 31
Lamet
Lëtzebuergesch 251
Lithuanian 28-42

Malay 84
Mambila 27, 75
Mankon 108-109, 122, 130
Maori 136
Ma'ya 41
Mende 32
Min Nan 48
Moba 106
Mon Khmer

Navajo 43
Ngamambo 105
Ngiti 112
Noon 46
Norwegian 27-40, 42, 209-226
Norwegian, Bergen 226
Norwegian East 153-156, 209-217, 223
Norwegian, Tromsø 226

Papiamentu 41, 87
Portuguese, European 86-87, 134-141
Punjabi 43
Romanian, Transylvanian 140
Russian 83

Seminole/Creek 16
Serbo-Croatian, Belgrade 60-61, 74
Serbo-Croatian, Zagreb 28, 61
Siane 34
Sikaritai 35
Silbo Gomero, see Spanish
Somali 39, 41-42, 195
Spanish, Silbo Gomero 48
Sundanese
Swedish 40-41, 47, 82-92, 128-139, 153, 209-222, 226, 304
Swedish, Finnish 226
Swedish, Malmö 226
Swedish, Stockholm 36, 129-139, 145-150, 209-217, 219

Tiv 30
Tonga 37-38
Toura 195
Trique 27
Twi 84
Tzeltal 88

U 44, 232
Unangan 135
Utsat 48
Vietnamese 43
Wolof 87
Yorúbà 27-35, 46, 98-106, 108-110
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