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Introduction

DEBORAH SCHIFFRIN, DEBORAH TANNEN,
AND HEIDI E. HAMILTON

What Is Discourse Analysis?

Discourse analysis is a rapidly growing and evolving field. Current research in this
tield now flows from numerous academic disciplines that are very different from one
another. Included, of course, are the disciplines in which models for understanding,
and methods for analyzing, discourse first developed, such as linguistics, anthropo-
logy, and philosophy. But also included are disciplines that have applied — and thus
often extended — such models and methods to problems within their own academic
domains, such as communication, cognitive psychology, social psychology, and arti-
ficial intelligence.

Given this disciplinary diversity, it is no surprise that the terms “discourse” and
“discourse analysis” have different meanings to scholars in different fields. For many,
particularly linguists, “discourse” has generally been defined as anything “beyond
the sentence.” For others (for example Fasold 1990: 65), the study of discourse is the
study of language use. These definitions have in common a focus on specific instances
or spates of language. But critical theorists and those influenced by them can speak,
for example, of “discourse of power” and “discourses of racism,” where the term
“discourses” not only becomes a count noun, but further refers to a broad conglom-
eration of linguistic and nonlinguistic social practices and ideological assumptions
that together construct power or racism.

So abundant are definitions of discourse that many linguistics books on the subject
now open with a survey of definitions. In their collection of classic papers in discourse
analysis, for example, Jaworski and Coupland (1999: 1-3) include ten definitions from
a wide range of sources. They all, however, fall into the three main categories noted
above: (1) anything beyond the sentence, (2) language use, and (3) a broader range of
social practice that includes nonlinguistic and nonspecific instances of language.

The definitional issues associated with discourse and discourse analysis are by no
means unique. In his two-volume reference book on semantics, for example, Lyons
(1997) illustrates ten different uses of the word mean, and thus an equal number of
possible domains of the field of semantics. In his introductory chapter on pragmatics,
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Levinson (1983) discusses twelve definitions of the field of pragmatics (including some
which could easily cover either discourse analysis or sociolinguistics). Since semantics,
pragmatics, and discourse all concern language, communication, meaning, and con-
text it is perhaps not surprising that these three fields of linguistics are those whose
definitions seem to be most variable.

The variety of papers in this Handbook reflects the full range of variation in definitions
of — and approaches to — discourse analysis. The different understandings of dis-
course represented in this volume reflect the rising popularity of the field. Although
it is not our intent to explain how or why discourse has gained so powerful an appeal
for so wide a range of analytical imaginations (see Jaworski and Coupland 1999: 3-5;
van Dijk 1997), our own intellectual/academic histories — all in linguistics — reveal
some of the different paths that have led us to an interest in discourse. Since each of
our paths is different, we here speak in our own voices — in the order in which we
arrived at Georgetown University, where we all now teach.

Deborah Tannen

When I decided to pursue a PhD in linguistics, I held a BA and MA in English
literature and had for several years been teaching remedial writing and freshman
composition at Lehman College, the City University of New York. Restless to do
something new, I attended the 1973 Linguistic Institute sponsored by the Linguistic
Society of America at the University of Michigan. That summer I fell in love with
linguistics, unaware that “language in context,” the topic of that Institute, did not
typify the field. Inspired by A. L. Becker’s introductory course and by Robin Lakoff’s
course on politeness theory and communicative strategies, as well as by Emanuel
Schegloff’s public lecture on the closings of telephone conversations, I headed for the
University of California, Berkeley, to pursue a PhD. There I discovered, along with
Robin Lakoff, Charles Fillmore (then interested in frame semantics), Wallace Chafe
(then interested in scripts theory and the comparison of speaking and writing), and
John Gumperz (then developing his theory of conversational inference). Not for a
moment did I think I was doing anything but linguistics. The word “discourse” was
not a major category with which I identified. There were no journals with the word
“discourse” in their titles. The only journal that specialized in language in context
was Language in Society, which had a strongly anthropological orientation. I vividly
recall the sense of excitement and possibility I felt when a fellow graduate student
mentioned, as we stood in the halls outside the linguistics department, that another
journal was about to be launched: Discourse Processes, edited by psychologist Roy
Freedle at Educational Testing Service in Princeton.

When I joined the faculty of the sociolinguistics program at Georgetown University
in 1979, 1 briefly redefined myself as a sociolinguist. That year I submitted an abstract
to the annual LSA meeting and checked the box “sociolinguistics” to aid the com-
mittee in placing my paper on the program. But when I delivered the paper, I found
myself odd man out as the lone presenter analyzing transcripts of conversation among
a panel of Labovians displaying charts and graphs of phonological variation. I promptly
redefined what I was doing as discourse analysis — the name I also gave to courses I
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developed in Georgetown. When invited to organize a Georgetown University Round
Table on Languages and Linguistics in 1981, I titled the meeting (and the book that
resulted) “Analyzing Discourse,” and invited as speakers linguists, anthropologists,
and psychologists, all of whom were examining language in context.

During these early years, a number of journals appeared that reflected and con-
tributed to the development of the field: Text, the first of several journals founded and
edited by Teun van Dijk in Amsterdam, and Journal of Pragmatics, co-edited by Jacob
Mey and Hartmut Haberland in Denmark. As the years passed, many other journals
were added - too many to name them all, but including Pragmatics, Research on
Language and Social Interaction, Discourse and Society, Multilingua, Journal of Linguistic
Anthropology, Narrative Inquiry, Journal of Sociolinguistics, and Discourse Studies. The pro-
liferation of journals in itself testifies to the upsurge of interest in discourse analysis,
and its many incarnations.

The changes I have seen in the two decades since I first began defining myself as a
discourse analyst reflect the tremendous growth in this area. Work in discourse analysis
is now so diverse that “discourse” is almost a synonym for “language” — coming full
circle to where I saw such work at the start.

Deborah Schiffrin

I discovered linguistics and discourse analysis in a very roundabout way. In my
senior year of college at Temple University, I read Erving Goffman’s Presentation
of Self in Everyday Life during a course in sociological theory (the last requirement
of my major). I was so excited by his work that I went on to read everything else he
had written and then decided to continue studying face-to-face interaction in a PhD
program in sociology at Temple. There my studies included an eclectic blend of
sociological and social theory, semiotics (which included initial forays into structural
and transformational linguistics), statistics, and urban studies. While still at Temple,
I wrote an article on the semiotics of the handshake, which I boldly sent to Goffman.
What followed was an invitation to a personal meeting and then his permission to
audit a course with him. (The course prerequisite was to read all his work before the
first class!) When my advisor at Temple decided to leave for another position, I had
already decided to try to work with Goffman. Ironically, it was Goffman himself who
first turned my thoughts toward a PhD in linguistics: during our first meeting, he
proclaimed his belief that linguistics could add rigor and respectability to the analysis
of face-to-face interaction.

Once I was enrolled in the PhD Program in linguistics at the University of Penn-
sylvania, I quickly learned that although linguists knew that understanding social
interaction was important, the study of social interaction itself had a somewhat peri-
pheral role in the linguistics curriculum. What I found instead was Labov’s socio-
linguistics: an energizing mix of fieldwork, urban ethnography, variation analysis,
and narrative analysis. I gladly immersed myself in the life and work of the faculty
and students in the sociolinguistics community: we interviewed people, measured
vowels, coded narratives, and wondered (and worried) about how to measure different
“styles.” Although many of my teachers published articles about discourse (Bill Labov
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on narrative and ritual insults, Ellen Prince on syntax, presupposition, and informa-
tion status, Gillian Sankoff on grammaticalization in Tok Pisin), there was little sense
of collective interest or of a community of discourse analysts.

As it became time for me to write my dissertation, I decided that I wanted to use
what I had learned as a linguist to study social interaction. I remember my sense of
confusion, though, when I tried to use what I had learned about the systematicity of
language, as well as to follow the advice of both Labov and Goffman. Labov pre-
sented me with one mission: solve an old problem with a new method. But Goffman
presented me with another: describe something that had not yet been described.
After spending some time trying to apply these directives to the study of everyday
arguments, I ended up focusing on discourse markers.

When I joined the faculty of Georgetown in 1982, I was immersed in the study of
discourse, even though I was hired as a sociolinguist who could teach pragmatics
and speech acts. Discourse analysis gradually filtered into those courses, as did face-
to-face interaction, variation analysis, fieldwork, and even my old friend sociological
theory. These various interests further jelled when I organized a Georgetown Uni-
versity Round Table on languages and linguistics in 1984, with the title “Meaning,
Form and Use in Context: Linguistic Applications.” Thanks to the interest in discourse
created by Deborah Tannen, and the receptiveness of my sociolinguistics colleagues
Roger Shuy and Ralph Fasold, I found — and continue to find — a community of faculty
and students eager to pursue a collection of interests similar to my own under the
rubric of “discourse analysis.”

Heidi E. Hamilton

My motivation to study discourse came from my real-life experiences with what
Gumperz has called “crosstalk.” After receiving my bachelor’s degree in German
language/literature and cross-cultural studies, I worked in the field of international
education for four years. Day after day I witnessed misunderstandings related to
(what I would later learn were called) contextualization cues, framing, and comple-
mentary schismogenesis. I decided it was time to search for a graduate program to
study the linguistic underpinnings of these misunderstandings. After culling through
numerous graduate catalogues, I discovered that the courses that I had identified
as the ones that seemed most intriguing and relevant led to a degree in linguistics at
Georgetown University with a concentration on sociolinguistics. So off I went.

I was fortunate to begin my studies in 1981. The Georgetown University Round
Table focusing on discourse had just been organized by Deborah Tannen. The entire
department — students and faculty alike — was infused with a sense of excitement
and open-ended possibility regarding the future of discourse studies. It was within
this context that I worked as Deborah’s research assistant and took her eye-opening
courses on the analysis of conversation. In my second year of graduate study Deborah
Schiffrin arrived at Georgetown as a new assistant professor, bringing with her a
deep understanding of sociology and an approach to the analysis of discourse that
was greatly influenced by Labov’s work on variation. We graduate students were
in the enviable position of working with two of the most innovative young discourse
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scholars at the time — a situation which became even more apparent to us a couple
of years later.

In the summer of 1985, Georgetown University hosted 600 students and faculty who
came from around the world to participate in the LSA Linguistic Institute organized
by Deborah Tannen. Through the whirlwind of courses, lectures, and discussions, the
interactional sociolinguistic approach to discourse analysis that we had been steeped
in for several years was taking shape and gaining in prominence. Those of us edu-
cated at Georgetown kept hearing how very lucky we were to have the opportunity
to study “this kind” of linguistics year-round. In retrospect, these comments seem
to foreshadow the movement of the study of discourse from the fringes to a more
mainstream position within linguistics.

Though my initial interest in crosstalk within international contexts never diminished
(I came close to writing my dissertation on directness in German conversational style
while living in Berlin for several years), I ended up shifting gears to another type of
problematic talk — that of Alzheimer’s disease. Little did I know that, with that choice of
dissertation topic, I was jumping headfirst into a paradigmatic maelstrom. Being trained
as an interactional discourse analyst, I was attempting to study a population that was
firmly entrenched in the territory of neuro- and psycholinguistics. Time after time I
found myself having to justify (to linguists and to gerontologists/neurologists alike)
my attempt to marry the odd couple of interactional sociolinguistics and Alzheimer’s
disease. In the process, I learned quite a bit about how to talk across disciplinary
boundaries, an enterprise that can be both frustrating and invigorating.

In 1990, when I joined the Georgetown Linguistics Department faculty, the program
in discourse analysis was already very well established. Graduate students were
entering our program better prepared than ever before and were ready to take their
study of discourse to a new level. The field was mature enough to be expanded to
include the study of “exceptional” discourse, which in turn can illuminate the often
invisible workings of more ordinary, everyday discourse.

Purpose of the Handbook

Our own experiences in the field have led us to the conviction that the vastness and
diversity of discourse analysis is a great strength rather than a weakness. Far from its
being a liability to be lamented because of the lack of a single coherent theory, we
find the theoretical and methodological diversity of discourse analysis to be an asset.
We thus envision this volume as fostering the cooperative use — by linguists and others
interested in empirically grounded studies of language — of the many theoretical and
analytical resources currently proliferating in the study of discourse.

Our collection of forty-one articles suggests that the future cooperation which we
hope will emerge will respect the many differences that distinguish the approaches
reflected here. There are differences in the type of data drawn upon, ranging from
political speeches to everyday conversation to literary texts. There are also differences
in the types of context considered, including, for example, community, institutional,
and ideological contexts. Finally, there is a varied range of theoretical paradigms, such
as relevance theory and systemic-functional linguistics, and of methodology, including
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interpretive, statistical, and formal methods. As a result, the articles collected here
suggest a foundational paradigm for “discourse analysis” that should be broad enough
to support a wide range of assumptions, approaches, methods, analyses, and even
definitions, of discourse.

What are the strengths and advantages of representing so wide a variety of dis-
course studies? Why have we collected so broad a set of articles and assumed so wide
a scope for discourse analysis?

First, the scope of chapters reveals the range of problems that discourse analysis
has addressed and can continue to address. These problems range from linguistic
phenomena, such as preposing (Ward and Birner) and word meaning (Norrick,
Schiffrin), to interdisciplinary phenomena, such as discourse flow (Chafe) and liter-
ary pragmatics (Mey), to social problems such as discrimination against minorities
(Wodak and Reisigl) and patient compliance with doctors’ instructions (Ainsworth-
Vaughn). The problems addressed by the chapters also vary in focus, from historical
discourse analysis (Brinton) to discourse and conflict (Kakava); in analytical scope,
from intonation (Couper-Kuhlen) to narrative (Johnstone); and in methodology, from
case studies (Linde) to statistical surveys (Biber and Conrad).

Second, the inclusion of a range of chapters will immediately highlight analyt-
ical parallels among perspectives that are already substantively and methodologically
aligned, such as the links among critical discourse analysis (van Dijk), the analysis
of discourse and racism (Wodak and Reisigl), and political discourse (Wilson). How-
ever, we also hope that readers will discover parallels among areas whose similarities
have been overlooked. Included here might be methodological parallels, such as the
adoption of ethnographic methods across different institutional domains, as noted in
Adger’s on discourse in educational settings and Ainsworth-Vaughn’s on the discourse
of medical encounters. Readers may also find that they can apply empirical findings
from one area to other areas: for example, insights into information structure (Ward
and Birner) may be relevant to doctor—patient communication (Ainsworth-Vaughn)
as well as discourse and conflict (Kakavd) or the discursive construction of the self
(Harré). Similarly, the analysis of information flow (Chafe) may inform the formal
demarcation of discourse units (Polanyi).

In a similar spirit, we hope that readers will find thematic parallels among
chapters that approach similar domains of discourse in different ways. For example,
“the computer” — so pervasive a force in linguistic and social dynamics — enters the
Handbook in numerous sections and chapters. It is seen as a method in Edwards’s
chapter on transcription, and as both method and resource for data in Biber and
Conrad’s quantitative analyses of register variation and in Stubbs’s discussion of
corpus analysis. The computer provides a source of both data and genre in Herring’s
chapter on computer-mediated discourse, and as an algorithm in Webber’s discussion
of computational models of discourse.

It is with such patterns in mind, then, that we hope that the range of chapters — and
perceived connections among them, many of which we have not described here or
even foreseen — will enhance the ability of discourse analysts to deal with a variety
of problems and phenomena in ways that are not only internally coherent, but also
enriched by multiple connections with one another.

A third benefit to the wide scope of chapters is the reinforcement of the synergy
between theory and data analysis that is reflected in the pervasive understanding of
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discourse analysis as the examination of actual (not hypothetical) text and/or talk.
Although authors have pursued a range of formats within the general topic assigned
to them, we have encouraged them — in keeping with the term “discourse analysis,”
as well as the strong empirical bent noted above — to illustrate and substantiate
general points by drawing upon concrete analyses of real discourse data. This springs
from our conviction that theory and data are inseparable and mutually enriching:
theoretical insights are needed to move the analysis of discourse beyond instance-
specific insights, at the same time as analysis must be grounded in actual instances
of language in order to provide both realistic constraints and empirical bases for
theory-building.

Fourth, though we have not asked contributors to address the need for — or even
the desirability of — a single discourse theory, what contributors chose to include
and emphasize, the themes and problems they address from the perspective of their
specific areas, and the analyses and findings that they report all reveal the richness
that needs to be respected and encompassed in discourse theories.

We hope that the breadth of articles collected here will provide a comprehensive
view of the central issues in contemporary discourse analysis that is both accessible
to students and informative to scholars. To this end, we have included articles by
leading scholars in the field that provide an overview of their previous work, as
well as chapters that survey the history of an area and summarize recent develop-
ments. In other articles, firmly established domains are assessed in order to link
past approaches and findings with future challenges; in still others, authors develop
relatively new fields of inquiry. Thus, we hope that the Handbook will serve not only
as an authoritative guide to the major developments of discourse analysis, but also
as a significant contribution to current research.

Organizational Structure

The organization of the Handbook reflects and builds upon the diversity of discourse
analysis. Part I, “Discourse Analysis and Linguistics,” locates the field in relation
to the different aspects of, and perspectives on, language that typically constitute
the field of linguistics. Of particular note is the growing interest in the influence of
discourse from the traditional subfields of linguistics: phonology (Couper-Kuhlen),
semantics (Martin, Norrick), syntax (Ward and Birner), and historical linguistics
(Brinton). In all these chapters, we see scholars looking to naturally occurring dis-
course as the site within which to analyze sound, sense, and structure, as well as to
understand diachronic processes such as language change. The chapters in this part
thus demonstrate how examining utterances in discourse contributes to areas of lin-
guistics traditionally limited to levels of analysis lower than that of discourse.

The part begins with sound (Couper-Kuhlen’s discussion of intonation) and moves
on to different views and levels of meaning (Martin, Schiffrin, Norrick), utterance
interpretation (Blakemore), and sentence form (Ward and Birner). It concludes with
an historical perspective on discourse (Brinton), as well as two comparative perspect-
ives (Myhill on typology, Biber and Conrad on register variation). Not surprisingly,
some of the chapters comfortably cross the borders not only between sentence and
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discourse, and between form and function, but also between traditionally conceived
boundaries within linguistics itself: semantics and pragmatics (Norrick, Schiffrin),
syntax and pragmatics (Ward and Birner), phonology and pragmatics (Couper-Kuhlen),
and syntax, semantics, and pragmatics (Martin, Myhill, Brinton).

In general, then, chapters in part I provide an overview of specific linguistic issues
that can be addressed through discourse analysis — how these issues (and their study)
can not only reveal something about discourse, but also have an impact on the tradi-
tional subfields of linguistics. Such interest reflects not just a methodological shift to
empirical data, but also a philosophical shift toward a humanistic linguistics in which
language, theory, and practice inform and enrich one another.

The interdependence of theory and practice is the theme taken up in the next two
parts, part II, “The Linking of Theory and Practice in Discourse Analysis,” and part I1I,
“Discourse: Language, Context, and Interaction.” Our understanding of the term
“practice” is slightly different in each of these two parts, roughly divided by whose
practices are the focus of attention.

The focus in part II is upon analysts’ practices, that is, the methodology of discourse
analysis, and its relationship to theory. Collectively, the chapters address such questions
as the following: how do the methodological practices through which we collect,
represent, and analyze discourse reflect our theoretical assumptions and constructs?
How might the kind of data we analyze not only reflect our theories, but also alter
them? What tools should we use to analyze specific problems and issues? Just as it is
possible to find interesting questions in any discourse that comes one’s way (Chafe
1994: 12), it also behooves us to make use of any methods and theoretical insights that
shed light on the discourse we have undertaken to analyze (cf. Chafe 1994: 18).

In this sense, the chapter by Lakoff sets the tone for the section, as she shows how
a variety of theoretical and methodological constructs can be brought to bear on a
single social/linguistic action, apologies. The part ends with Edwards’s examination
of an issue that must be addressed, tacitly or directly, by every discourse analyst: the
development of a transcription system that is both theoretically motivated and meth-
odologically justified. Included in the section are chapters that present retrospective
overviews by two of the field’s pioneers (Gumperz, Schegloff), a survey of varying
methods and theoretical paradigms found in the analysis of discourse in interaction
(Heller), and examples of approaches as varied as Polanyi’s use of formal algorithms
to represent discourse structures, Dubois and Sankoff’s use of quantitative methods
to analyze discourse, and Stubbs’s examination of computer-based corpus analysis.

Although we do not use the term “practice” in the title of part III, “Language,
Context, and Interaction,” our focus here is on the interactive contexts in which (and
through which) language is used. As a result, our attention shifts to examine the wide
variety of ways that interlocutors draw upon the symbolic resources of language to
accomplish the many different tasks of social life, including the presentation of self
and other in a variety of institutional and interpersonal capacities.

This part is further divided into two sections. First comes “Political, Social, and
Institutional Domains.” Here we find a range of empirical studies and approaches
showing how discourse is situated in different realms of social life and how these
contextualized uses help to define interlocutors as members of specific discourse
communities. The first set of chapters focuses on relatively public discourse: van
Dijk on critical discourse analysis, Wodak and Reisigl on racism, Wilson on political
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discourse, and Cotter on the media. We then move to chapters summarizing research
on discourse whose goals vary widely, from Shuy’s focus on litigation, to chapters
by Ainsworth-Vaughn and by Fleischman addressing the medical context, to Adger’s
chapter on education, and, finally, to Linde’s discussion of the creation of institutional
memory.

The second section continues to examine the nexus of discourse, context, and inter-
action, but focuses on how discourse situated in “Culture, Community, and Genre”
is reflected in, and enacted by, the language produced by groups of speakers in
particular contexts. The section begins with Scollon and Scollon’s account of the
field of intercultural communication. We then move to chapters that survey research
which addresses variation by groups of speakers identified by gender (Kendall and
Tannen) and age (Hamilton on the aging, Cook-Gumperz and Kyratzis on children).
The last three chapters in this section consider modes of communication by discourse
type: Herring on computer-mediated discourse, Johnstone on narrative, and Kakava
on conflict.

Taken together, this part provides a wide range of empirical studies of discourse
that will be useful not only to practitioners of discourse analysis, but also to those
engaged in research on the specific domains of social life that are the focus of the
analyses.

To this point, then, the Handbook begins with discourse analysis within linguistics
(part I), continues by examining theoretical and methodological issues of discourse
analysis (part II), and presents a wide range of empirical studies of discourse as social
and linguistic practice (part III). Since many of the chapters are interdisciplinary in
spirit and in application, we end the Handbook by considering how disciplines other
than linguistics approach the analysis of discourse. Thus, part IV, “Discourse across
Disciplines,” provides an overview of how different disciplines have come to be
interested in discourse. The chapters in this part reveal too not only ways that dis-
course analysis can be expanded to incorporate insights from other disciplines, but
also how questions asked by other disciplines (such as, “What is the ‘self'?”’) can be
fruitfully addressed through analyses of discourse.

The last part begins with Chafe’s analysis of “discourse flow”: an approach grounded
firmly in the field of linguistics but which encompasses insights into cognition
that can be revealed through analysis of discourse. Next, Harré explores the turn to
analysis of discourse in social psychology, followed by Olshtain and Celce-Murcia’s
parallel account for language teaching, Tracy’s for the discipline of communication,
and Grimshaw’s for sociology. Clark and Van Der Wege, coming from the field of
psychology, introduce the notion of “imagination in discourse,” while Mey introduces
his analytic method for understanding the discourse of literary fiction. The part, and
the Handbook, close with Webber’s presentation of computational perspectives.

Conclusion

With these varied perspectives in mind, we return, in conclusion, to the question,
“What is discourse?” Years ago, Charles Fillmore captured the essence of discourse
by presenting the following two sentences, each of which appeared as a sign at a



10 Introduction

swimming pool. One sign said, Please use the toilets, not the pool. The other sign said,
Pool for members only. Read separately, each sign is reasonable enough. But when the
two sentences are read as if they were part of a single discourse, the second sentence
forces a reinterpretation of the first that provokes laughter (or, if taken seriously,
outrage). Fillmore’s example captures what we might call the gift of discourse: new
meanings are created through the relationship between sentences. But it also illustrates
what we might call the curse of discourse: since more than one meaning can be
created, how do we decide which meaning is intended, is justifiable, and/or makes
the most sense?

We hope, through this Handbook, to offer a comprehensive sense of the scope and
possibilities of discourse analysis, like the gift of multiple meanings. We know that
some will see areas of meaning we have omitted, pathways we could have walked
down but, due to the usual vagaries of human fallibility, we either did not pursue
or were not able to realize. This is the curse of discourse: the directions in which
its meanings may fan out are limitless. We have tried to provide a starting point from
which the major highways emanate.
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1 Intonation and Discourse:
Current Views from Within

ELIZABETH COUPER-KUHLEN

0 Introduction

In a millennium year we can expect increased stock-taking of the sort: where have we
come from? Where are we now? Where do we go from here? The present contribu-
tion is an attempt to do this kind of stock-taking with respect to intonation and
discourse. It consists of three millennialistic views organized temporally, starting with
the view backwards, then the view of today, and finally a view of the future, near
and far. Needless to say, all of these temporal viewings have their reference point at
the moment of speaking, that is “now.” Moreover, they are the author’s views: they
are anchored deictically to one researcher in the field." Although it is difficult to avoid
this natural bias, an adjunct like “from within” can at least recognize it as such.

1 Looking Back

What was the state of the art in the field of intonation and discourse a quarter of a
century ago? Actually there was no such field. At that time most linguists felt that
it was possible to have language without intonation and therefore to do linguistics
without it. In fact, some even thought it imperative to think of intonation, like
phonetics, as being outside of language. Not only do we have influential articles,
like Bolinger’s entitled “Around the edge of language” (1964), to remind us of this;
it was (and still is) reflected institutionally in the fact that many renowned British
universities had (and have) departments of “Linguistics and Phonetics”, the latter
subsuming the study of intonation.

Where did this idea come from? First, it was clearly promoted by the bias toward
written language which has dominated much of twentieth-century linguistics. The
fact that writing works perfectly well without intonation seems to bear out the pro-
position that we can do without it, and Occam’s razor suggests we should. More-
over, the idea found nourishment in the competence—performance dichotomy of the
generative paradigm in linguistics. Intonation was easy to relegate to the domain of
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performance because it only made itself apparent when language was used orally.
Finally, pace Trager and Smith (1957), intonation did not fit very well into the struc-
turalist mould of thinking anyway. Despite Halliday’s (1967) efforts to adduce as
much evidence as possible for its distinctive function, there were simply too many
occasions when it appeared to be gradient rather than categorical. In fact, this was
one of Bolinger’s main reasons for saying that it was “around the edge of language,”
and it was Martinet’s (1962) justification for excluding intonation from the functional
system of language altogether.

So not only was intonation some thirty years ago a linguistic citizen with dubious
credentials, if any at all.” Certainly no one had ever thought of combining the notion
of intonation with that of discourse. Intonation was the difference between a sentence
of written prose and that sentence read aloud. It was what you had when prose was
spoken (see also Abercrombie 1965). This surely had nothing to do with discourse —
or if it did, the connection was trivial, since discourse was merely a concatenation of
sentences and each of these could be given an intonation on independent grounds.

The change has come slowly but surely. By the 1980s it was beginning to be appar-
ent to some linguists that there might be a discourse function of intonation which
would merit investigation (see inter alia Couper-Kuhlen 1986).> Brazil, Coulthard,
and Johns’s Discourse Intonation and Language Teaching (1980) was instrumental in
bringing about this realization. Significantly the impulse to look at intonation in dis-
course came from language teachers (or rather, teachers of language teachers). In
fact, this was the motivation for most of the early work done on English intonation:
Armstrong and Ward’s Handbook of English Intonation (1926), O’Connor and Arnold’s
Intonation of Colloquial English (1961), and even Halliday’s A Course in Spoken English:
Intonation (1970) are all didacticized texts intended to supplement the teaching of
English pronunciation to foreign students. Small wonder then that it was language
teachers who, with the turn to communicative skills in language teaching, were among
the first to put intonation in this framework.

2 Looking at Now

What is the state of the art today? First, there has been a major paradigm shift with
respect to the role of intonation in language. Few if any linguists today would wish
to deny the fact that intonation impacts with language. It is hard to identify a single
catalyst in this change of paradigm. Perhaps it is best seen as resulting from a slow
accumulation of evidence which at some point reached a critical mass. But among
those who waxed most persuasive the names of Bolinger, Halliday, Ladd, and Chafe
should not be missing.

Three strands of research in the field of intonation in discourse, growing out of
three different methodological approaches, may be identified today, in a state of more
or less peaceful coexistence.* First there is the school of thought which sees intonation
as a part of grammar broadly speaking.’ This school actually has quite a tradition.
Historically some of the earliest work on intonation tried to establish a correspond-
ence between declarative, interrogative, and exclamatory sentence types and final
falling or rising intonation (Couper-Kuhlen and Selting 1996). And there may even
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be some linguists who still think along these lines. But where speech act theory has
been received, those who wish to see intonation as part of grammar will now usually
assume that intonations are illocutionary-force-indicating devices and distinctive in
the way they pair with different illocutions.

On the American scene, Pierrehumbert’s model of intonation nominally belongs
in this tradition;® it sets up a “grammar” of intonation, with an inventory of six tones
or pitch accents, two phrasal tones, and two boundary tones and claims that all well-
formed tunes can be generated from this inventory (Pierrehumbert 1980). Recently the
intonation-as-grammar approach has addressed the “meaning of intonational contours
in the interpretation of discourse” (Pierrehumbert and Hirschberg 1990). The tack
taken is to see intonational contours as specifying a relationship between propositional
content and the mutual beliefs of participants in the current discourse. One repres-
entative study, for instance, attempts to show a context-independent correspondence
between a fall-rise pitch accent (L*+H L H%) and a propositional attitude of uncertainty
(Ward and Hirschberg 1985; see also Hirschberg and Ward 1992). Here — as in general
in the intonation-as-grammar approach — the term “discourse” is used on the grounds
that test sentences are read out “in context,” as follow-ups to prior sentences which
are said to provide a “discourse context” for the interpretation in question.

In a second and no less lively tradition, intonation is thought of as related not
to grammar but to information flow, the movement of ideas into and out of active,
semi-active and inactive states of consciousness. In Chafe’s work (1979, 1980, 1993),
for instance, intonation is said to provide a window on consciousness via the estab-
lishment of two different types of unit: the intonation unit and the accent unit. The
intonation unit encompasses the information that is in the speaker’s focus of conscious-
ness at a given moment (1993: 39); the accent units are the domains of activation for
new, accessible and/or given information. Also within this tradition, Du Bois et al.
(1992, 1993) have elaborated the notion of transitional continuity between one intona-
tion unit and the next, marked by different sorts of terminal pitch contours. The term
transitional continuity describes the extent to which “the discourse business at hand will
be continued or has finished” (1993: 53). Thus, depending on whether some material
is segmented into one or, say, two intonation units and on how these intonation units
are linked transitionally to one another, claims can be made about its status in con-
sciousness and about whether it is viewed as completed or not.

In contrast to the intonation-as-grammar approach, the intonation-and-information-
flow approach has paid less attention to type of pitch accent and more attention to
issues of unit segmentation and inter-unit continuity. Methodologically — also in marked
contrast to the intonation-as-grammar school of thought — it has developed out of close
observation of real discourse rather than from introspection and constructed examples.
At times, the discourse under observation in the intonation-as-information-flow tradi-
tion has been prompted by an experimental set-up (for instance, the Pear Story film
in Chafe 1979 or an instructional task e.g. in Swerts and Geluykens 1994). And it has
tended to be primarily monologic as well as uniform in genre (e.g. oral narration,
instructional monologue). In this sense the information-flow approach is different from
the third school of thought, which takes a deliberately interactional approach.

The third approach might be called provisionally the intonation-as-contextualization
approach, to make it comparable with its contemporaries. It is complementary, rather
than contrastive, to the intonation-as-information-flow approach but stands in stark
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contrast to the intonation-as-grammar school of thought. The idea of contextualiza-
tion goes back to seminal work by the anthropologist Bateson (1956, 1972). But it was
first applied specifically to language and intonation in the second half of the 1970s
(Cook-Gumperz and Gumperz 1976). Contextualization refers to the fact that lin-
guistic signs need embedding in a context in order to be fully interpretable. In this
sense all linguistic signs are indexical, not just a small subset of them. Contexts are
not given but are said to be invoked, or made relevant, by participants through so-
called contextualization cues. The cues may be verbal or nonverbal in nature: they
include such stylistic uses of language as code-switching as well as gestural, proxemic,
paralinguistic, and prosodic phenomena which accompany linguistic forms (see also
Auer and di Luzio 1992). Contextualization cues function by indexing or evoking
interpretive schemas or frames within which inferential understanding can be achieved
(Gumperz 1982; Tannen 1993). Intonation — by its very nature nonreferential, gradient,
and evocative — is seen as a prime contextualization cue in this approach.

Yet intonation — in the restricted sense of “pitch configuration” — rarely functions
alone to cue an interpretive frame. The same frame may be cued by timing and volume
as well. In fact, frames are cued best (most reliably) when their signals are multi-
faceted and come in clusters (Auer 1992). Pitch, volume, and timing have in common
that they are prosodic: syllable-based auditory effects produced by vocal-fold and
air-flow manipulations orchestrated in time (Crystal 1969). This is why in the
contextualization-cue approach there has been a subtle shift away from the study of
“intonation” to the study of prosody and discourse. The third school of thought thus
actually deserves to be called “prosody-as-contextualization cue.”

In this approach contextualization cues, and consequently prosodic phenomena, are
not seen as accidental or aleatory, nor as automatic reflexes of cognitive and affective
states. They are thought to have their own systematicity, but a systematicity which
can only be accessed in a context-sensitive fashion. This is why, methodologically, the
contextualization-cue approach advocates situated empirical investigation of naturally
occurring spoken data. To complement the intonation-as-information flow approach,
it focuses less on monologue and more on interaction. In fact, prosodic contextualiza-
tion research is grounded in verbal interaction. This has important consequences for
the type of claim made and for the way in which the claims are warranted.

What do prosodic contextualization cues signal in discourse? Viewed from the
perspective of interaction, prosodic phenomena can be thought of as furnishing a
format design for turns at talk. This format design helps interactants meet two general
sorts of requirement, which Goffman (1981) has dubbed “system requirements” and
“ritual requirements.” “System requirements” refer to “requirements that an interac-
tion system must have, given that the participants have certain anatomical, physio-
logical and information-processing capacities”; “ritual requirements” involve “rules
that govern interaction, given that the participants are moral beings who are governed
by reciprocally held norms of good or proper conduct” (Kendon 1988: 31f). In other
words, prosodic contextualization cues help interactants make inferences about turn-
taking and floor management, on the one hand, and about what actions or activities
are being carried out, how they are being carried out, and how this might impinge
upon participants’ face, on the other.

How does one warrant claims about prosodically cued interactional meaning? Here
the groundedness of the contextualization-cue approach affords a built-in methodology.
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The local display which interactants provide to each other of how they have under-
stood a prior turn and of what action is conditionally (or preferentially) relevant in
a next turn can be exploited for warranting claims about prosodic signalling in
interaction. That is, by viewing prosody as sequentially embedded in interaction, as
occasioned by prior actions and occasioning subsequent actions, both embodied in
turns with specific prosodic designs themselves, we can develop grounded hypotheses
about what its function is from the interactional data and at the same time validate
these hypotheses in the interactional data. This is the contextualization-cue paradigm
for the study of prosody in discourse (see also Couper-Kuhlen and Selting 1996).

3 Looking Ahead

As work in this paradigm is just getting under way, it is only appropriate to place the
following remarks under the heading of the future, albeit it should be thought of as
the near future. What substantial gains in the study of prosodic contextualization can
be anticipated over the next few years? The answer to this question will be influenced
by the extent to which new territory can be explored. Some of this new territory lies
beyond the intonation phrase, and some lies beyond intonation altogether. In the
following, single-case analyses from these new territories will be used to show what
kind of discovery can be expected with more systematic investigation.

3.1 Beyond the intonation phrase

As soon as one’s perspective switches from the individual intonation phrase and
events within it to sequences of intonation phrases — which is what should naturally
happen in the study in discourse — then the question becomes: are all intonation units
alike, merely juxtaposed in time, or are there differences between them? If there are
differences, what is their effect? Do they create global intonational structure?

The groundwork for studying intonational structure beyond the intonation phrase
has been laid by Chafe (1988), Schuetze-Coburn et al. (1991), and Du Bois et al. (1993).
In particular, the notion of declination unit ('t Hart et al. 1990) — which, as Schuetze-
Coburn et al. (1991) show, can be identified in naturally occurring discourse as well
as in the laboratory — suggests one answer to the question of global intonational
structure. Declination units create structures larger than the intonation unit. When
there are several intonation units in a declination unit, they have slightly different
shapes, depending on their relative position in the larger structure. The position of a
single intonation unit within the larger unit is detectable in its final pitch, but also —
importantly — in its initial pitch. It is the way intonation units begin which forms one
of the new territiories for exploration beyond the intonation phrase.

3.1.1 Onset level

The notion of structure created by intonation phrase beginnings can be operationalized
with the category of onset level (Brazil's “key”; see also Couper-Kuhlen 1986). The onset
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of an intonation phrase in English is defined as the first pitch accent in the phrase. If
there is only one pitch accent, the onset is identical with the so-called nucleus, usually
defined as the last pitch accent of the phrase. Brazil et al. (1980) suggest that at least
three different onset levels can be identified in speech: High, Mid, and Low. These
are to be thought of as pitch levels relative to that of a nucleus or onset in the prior
intonation phrase. In the absence of a prior intonation phrase, they are presumably
related to the speaker’s default pitch range (which is itself related to that speaker’s
natural voice range: see below). Brazil has argued that the three different onset levels
or keys have distinctive functions in discourse. Yet this statement is based more on
introspection and carefully chosen constructed examples than on the analysis of large
quantities of naturally occurring data. Whether indeed three levels are relevant in
everyday conversational interaction is an empirical question which is still open at
this time. Should conversationalists operate with only two, the following fragments
suggest that an appropriate labeling might be High and Nonhigh.

In interaction there are two possible domains within which an intonational or
a prosodic phenomenon may be relevant: (1) the turn or (2) a sequence of turns.
In the first, a prosodic phenomenon makes itself apparent relative to surrounding
prosody within a speaker’s turn; in the second, a prosodic phenomenon is apparent
relative to the prosody of a prior or subsequent turn, i.e. across speaker turns. Onset
level is deployed in both domains by conversationalists, as the following extract
demonstrates:

(1) Kilimanjaro
(Ann and her boyfriend Chuck have returned for a visit to Minnesota and are having
supper with Ann’s high-school friend, Janet, and her husband Steve. Prior talk has
centered on nature trips in the Upper Peninsula (U. P.) of Michigan. Ann is talking
here about mountain treks in Scandinavia.)
1 A: there’s some sort of rule though (there)
when- when you’re in a cabin,
no (gh) in Sweden
when you’re in a cabin and someone comes?
5 next day you have to leave.
but other-
if no one comes
you can stay there as long as you want to.
(.)
10 SO
it’s just (like)
to get-
J: right
to keep the process -
15 S: vyeah
(probably right)
J: going
so someone doesn’t have to ski for t(h)en days,
heh heh heh
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oh ho [ho ho ho
[without sleep
looking for the only open cabin,
No you end up with a lot of people going camping.
but uh
(.)
Omhm©®
(.)
{acc} yeah that sounds nice.
There is a place like that in the U. P.;
uhm
Porcupine Mountains.
but they have cabins:
up the mountain
and you can hike
from one cabin
and the next and
(.)
[°yeah?®
[perhaps this fall
we’ll go do that
°yeah that’d be nice®
Oyeah®
°in the fall®
omo
shouldn’t be very crowded then at all
{1} it wasn’t crowded when we were there
heh heh heh
no:
mrm
nothing: in the U. P.;
(.)
Jane’ll be hiking in the KilimanTjaro next week
{1}wo::w
(.)
mhm
°poor Jane
should’ve seen her when she went back®
(.)
°she had so: much stuff with he(h)zr©°
yeah,
(.)
this is a friend from college
that was teaching in Du:sseldorf
for:: how long;
[four years?
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Focusing on Janet’s turn beginning in line 28, we notice that the first intonation phrase
yeah that sounds nice has fast speech rate and begins relatively low in her pitch range.
The low-pitched onset becomes particularly noticeable when it is contrasted with the
next intonation phrase in line 29: There is a place like that in the U. P. Here the first pitch
accent on place is noticeably higher than the first accent on yeah in the prior intonation
phrase. (The high onset is indicated in transcription with a capital letter at the begin-
ning of the line; a line which does not begin with a capital letter consequently lacks high
onset.) Line 29 is thus a case of high onset being used within the domain of a turn.
We identify the high start in relation to one or more other intonation phrases within
that same speaker’s turn. In the case at hand, since there is a transition relevance point
(TRP) at the end of line 28, we might wish to say that lines 28 and 29 form separate
turn-constructional units (TCUs). If so, we could then state that the intonational format
of the second TCU lends it a different status compared to the first one.

What is the effect of high onset here? A line-by-line analysis of this fragment reveals
that the TCUs in lines 28 and 29 are doing rather different things. Line 28 is respons-
ive to the story Ann has just told about staying in mountain cabins in Sweden; its
orientation is clearly backwards. Line 29, on the other hand, is more forward-looking.
Despite its anaphoric reference with that to the place Ann was talking about, its primary
business is to introduce a new topic, only tangentally related to the prior one. It puts
this new topic a place in the U. P. on the floor and at the same time projects more talk
about it. The intonational formatting of line 29 can thus be thought of as one of the
ways this TCU is designed to do its work: it cues the introduction of a new topic.

Yet, looking somewhat further in the exchange, line 52 is worth considering. Here
Ann appears to be introducing a new topic — there has been no mention of either
Jane or Kilimanjaro in the forty minutes of talk preceding this fragment — and yet her
onset is not noticeably higher than the onset of the surrounding intonation phrases.”
Is this a counterexample to the postulation that new topics are cued with high onset,
or is Ann strategically exploiting the contrast between high and nonhigh onset? The
evidence suggests the latter. When examined more closely, Ann’s new topic will be
seen to be qualitatively rather different from Janet’s. For one, it has a different sort
of trajectory. Janet’s TCU (line 29) introduces an entity into the discourse via a pre-
sentative construction with There is and an indefinite noun phrase a place like that in
the U. P., projecting more information on this entity in subsequent TCUs. Ann’s TCU
(line 52), on the other hand, treats Jane as a discourse entity already introduced and
accessible, i.e. as common ground, and predicates something about this entity within
the same unit. That is, Ann’s TCU is constructed and executed as a complete turn of
its own.

Second, notice that Janet’s new topic receives uptake from all of the participants
active in the conversation, whereas Ann’s topic is acknowledged only by Janet. More-
over, the nature of Janet’s response in line 53 reveals her to be a partially knowing
recipient (Goodwin 1981). Were she unknowing, we would expect a response treating
the components of Ann’s turn — that Jane is or will be in Tanzania, that she will be
hiking and that the hiking will be in the Kilimanjaro the following week — as news.
Yet as it happens, Janet treats none of these pieces of information as particularly new
or surprising. Instead her low-keyed, lengthened wow is heard as registering mild
appreciation of something which was (at least partially) already known. That Janet
knows that Jane has recently gone back to Tanzania is, moreover, implicit in the way
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Ann’s next turn is phrased: should've seen her when she went back (line 57) takes both
the fact that she returned and where she returned as given.®

Third, Ann’s follow-up talk on the new topic (lines 56-9) is delivered — in contrast
to Janet’s (lines 31-6) — sotto voce. And only one of the several participants responds
(line 60). Ann’s talk is thus insider talk: it is cued for, and receipted by, only a subset
of those participating actively in the conversation. Janet's next move confirms this:
she unilaterally begins to fill in the unknowing participants, explaining who Jane is
and why she has gone to Tanzania (lines 60ff). The evidence thus conspires to sug-
gest that “Jane” is not a full-fledged official topic for the general floor but an insider
topic for a private floor. And the prosody of Ann’s TCU introducing this topic —
specifically its format without high onset — can be reconstructed as cueing its unofficial,
insider status.

On a more general level, the above fragment demonstrates how participants use
high onset and its absence as a strategic resource for cueing new topics. This does
not mean that on other occasions high onset or its absence might not signal some-
thing different. The inferencing which the deployment of onset level cues must be
expected to be sensitive to the sequential location and the verbal content of the TCU
in question.

3.1.2 Register

In addition to onset level, there is another aspect of intonation beyond the intona-
tion phrase which cues inferences in interactional discourse. This is register, defined
as the relative position of an intonation phrase within a speaker’s overall voice range
(Cruttenden 1986: 129). The norm for register, according to Cruttenden, is for intona-
tion phrases to be positioned roughly in the lower third of a speaker’s voice range.
Marked uses of register occur when the whole range of pitch configuration within
an intonation phrase is moved to a higher, or within limits to a lower, position in
the speaker’s voice range.” Register is distinct from onset level because it affects all
the pitches in a given intonation phrase rather than only that of the first accented
syllable.

Just as with onset level, register and register shifts are deployed both within
the speaking turn and across speaking turns in interaction. Well-known uses within
speaking turns include the use of register shift to mark voicing in reported speech
(see e.g. Klewitz and Couper-Kuhlen 1999), and the use of register shift to signal that
a stretch of speech is parenthetic with respect to primary talk. But register, and more
specifically register shift, may also be deployed across speakers’ turns, as the next set
of examples will demonstrate.

Let us begin by observing the unmarked case of two speakers using the same
register in a sequence of turns. The use of the same (as opposed to a different) register
by two different speakers is particularly noticeable if everything else in the two turns
is held constant — that is, if one speaker is actually doing a repeat of what another
speaker has said. For instance:

(2) Brain Teaser: Fenella McNally
(A Radio Picadilly phone-in program in Manchester, where listeners call in with answers
to a riddle. M is the moderator, C the caller.)
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1 M: It is complete;
though it seems it isn’t.
what do you reckon.
C: Well I think I’'ve got this one;

5 and I got it as you were reading it ou:t.
- Is the answer ho:le.
(0.6)
- M: 1Is the answer ho:le.
C: vyes.
10 M: er: no.
c: Ton!

In auditory terms, judging register here involves (1) determining how high the
caller’s turn Is the answer ho:le is in relation to her voice range, (2) determining how
high the moderator’s repeat Is the answer ho:le is in relation to his voice range, and
(3) comparing the two relatively. Register comparison across speakers is particularly
difficult when the speakers have naturally different voice ranges, as here. However,
the fact that the moderator comes off in line 8 as quoting what his caller has just said
in line 6 suggests that his TCU is a good rendition of hers and consequently that the
relative heights at which they are speaking are similar. Normalized measurements
of fundamental frequency will back up this auditory judgment. Figure 1.1 shows a
graph of fundamental frequency readings taken every one-tenth of a second for the
two turns in question.
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C1: is the answer hole M1.: is the answer hole

Figure 1.1
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In order to normalize the readings and thus make different individual voices com-
parable, the Hertz values have been expressed here as semitones above the lowest
pitch which each speaker is accustomed to use. Seen this way, it is quite obvious that
the moderator is speaking at approximately the same height in his voice range as the

caller is speaking in her voice range.
Compare now a similar interactional situation where there is a noticeable shift of

register in the moderator’s repetition of a caller’s prior turn:

(3) Brain Teaser: Julie Salt
1 M: h you can find reference,

in any Latin dictionary -
to a brigade.
C: .hh Ttroops!

5 (0.5)
- M: {h}Ttroopsl
erm
- {h}Ttroopsl
is wrong.

10 C: oh. hheh

Here the fact that the moderator has shifted to an exceptionally high register on troops
is obvious from comparing it to the prior you can find reference in any Latin dictionary to
a brigade (lines 1-3) or to the following erm (line 7) and is wrong (line 9). The normalized
f, curves obtained from acoustic analysis of these turns are shown in figure 1.2.
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C4: troops MI: troops erm troops is wrong

Figure 1.2
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Figure 1.2 shows that the moderator is saying troops at a point much higher in
his voice range than erm or is wrong. The latter expressions, however, are placed
at approximately the same relative height in his voice range as is the caller’s troops
in hers.

What does the moderator cue with this register shift? As argued elsewhere, because
he not only shifts his register higher but shifts it to exactly the same absolute pitch as
his caller, the moderator is heard as mimicking his caller. In doing so, he seems to
be subtly (or not so subtly) making a critical comment on the caller’s guess — e.g. that
it is a silly guess, or that it is delivered in an abnormally high voice (Couper-Kuhlen
1996). Due to the use of absolute pitch, this fragment is thus a special case of register
shift. Yet it has in common with other cases of register shift that it cues special
inferences about how talk is being produced and understood.

The exploitation of register across speaking turns is not restricted to guessing
sequences nor to shifts to high. Here is a case on the same quiz show where a register
shift to low is deployed by the moderator in quite a different context:

(4) Brain Teaser: Sexy Sharon
1 M: then we go to Hardwick. (.)
and there we get -
(.) h sexy Sharon.
lhi!

5 C: (0.4) ©°hello® -
- M: {1} °hello® -
how are you Sharon -
C: ©all right [thanks®
M: [oh: Tcheer up dear,
10 C: he hh
M: Cheer up;

for goodness sake;
don’t- don’t put me in a bad mood;
at (.) one o’clock;

Focusing on the register of line 6, it will be observed that the moderator’s hello is
noticeably lower than his sexy Sharon in line 3. But it is at approximately the same
relative height as Sharon’s prior kello in line 5. This is a case of register shift to low
which becomes noticeable across speaking turns by the same speaker. The moder-
ator appears to be shifting to a register closer to that of his caller, as is evident from
figure 1.3.

What does this register shift to low cue? Here too the moderator is heard as mimick-
ing his caller and thereby making a critical comment on her turn. But in contrast to
the prior example, where one of the messages was “Your voice is so high!,” the
message now seems to be “Your voice is so low!” This moderator has very definite
expectations about his callers’ register, especially his female callers. The upwards
tendency in the register of his next TCU (how are you Sharon), visible in figure 1.3,
may be another, more subtle hint to the caller to “raise her voice.” If so, this would
account nicely for why — when the strategy fails and Sharon continues with low pitch
on all right (see figure 1.3) — he becomes more explicit in subsequent talk: cheer up dear
(line 9) and Cheer up for goodness sake (lines 11-12).
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On a more general level, the above fragment provides a particularly clear demon-
stration of the fact that to make sense of what participants do in interaction, it is crucial
to take the prosodic design of talk into consideration. Yet if we try to reconstruct why
the moderator admonishes Sharon to cheer up, we will discover that there is more
than just her pitch that is amiss: the volume and timing of her turn in line 5 are also
off. This suggests that to fully understand the contextualization process the perspective
must be broadened to include other prosodic phenomena.

3.2 Beyond intonation

A second type of new territory in the field of interactional prosody is that beyond
pitch or intonation altogether. The focus here will be on timing. Needless to say, all
spoken discourse unfolds in time. Moreover, our scientific tradition provides us with
objective ways of dividing up time neatly and of measuring it precisely. Yet it is doubt-
ful whether lay speakers experience time in interaction in terms of units measured
objectively in minutes and seconds. To speak meaningfully about timing in interaction,
the metric which is behind participants’ subjective judgment of time must be identified.
It is this metric which enables them to determine that “now” is the right time for some
word or for a turn, and that someone has departed from this right time by pausing or
by coming in too early or too late. Erickson and Shultz (1982) have proposed that
subjective judgments of experienced time in interaction are made with reference to
rhythmic cycles which organize the verbal and nonverbal behavior of participants.
And, as Pike (1945), Halliday (1970), and others have pointed out, the basis for rhythm
in English is the regular recurrence of accented syllables in time. Thus the hypothesis



26  Elizabeth Couper-Kuhlen

that speech rhythm provides a metric for timing in English interaction seems rather
compelling (see also Couper-Kuhlen 1993).

Rhythm in the interactional sense refers to a regular beat which establishes itself
in talk through the even placement of accented syllables in time (see Auer et al. 1999).
The distance between two, typically adjacent accented syllables creates a temporal
interval."” When two or more successive temporal intervals are perceived to be
approximately equal in duration, the speaker (or speakers) can be said to be speaking
rhythmically. Isochronously timed accents create the impression of a regular rhythmic
beat in speech. Observation suggests that speakers use the rhythmic delivery of within-
turn talk for a variety of structural and rhetorical purposes. And it appears to be
the maintenance of a common rhythmic beat across turns at talk which counts as the
well-timed option for turn transition in English conversation.

Consider the case of smooth interactional timing, i.e. where turn transition is wholly
unremarkable. For instance:

(5) Brain Teaser: Fenella McNally
1 M: let’s see how we do in Staleybridge,
Fenella McNally;

hi.

- F: hello!

— 5 M: hello: Fenella,

— F hello;
we spoke last night.
hehn

The first thing to notice about this opening is the fact that the moderator’s accents
on see, Staleybridge, Fenella and hi are timed regularly at the end of his first turn. The
rhythmic beat which this timing establishes can be represented notationally as follows:"

(5") Rhythmic analysis of Fenella McNally opening
1 M: let’s /'see how we do in /
/'Staleybridge, Fe-/
/'nella McNally; /
/'hi.

Fenella now picks up the moderator’s rhythmic beat in the next turn by timing her
accent on hello accordingly. Moreover, the moderator adjusts the timing of his next
turn to synchronize with this beat:

(5”) Rhythmic analysis of Fenella McNally opening
1 M: let’s /'see how we do in /
/'Staleybridge, Fe-/

/'nella McNally; /
/'hi.

5 F: hel-/
/'1lo!

M: hel-/

/'lo:
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Moderator and caller collaborate here in the production of a common rhythm
which they maintain across speaking turns by picking up in each new turn the beat
established in the prior turn.

Now observe what happens in the continuation of line 5 in the orthographic
transcript. The moderator shifts the rhythm slightly by placing an accent on Fenella
which comes sooner than the next expected beat. This creates a number of rhythmic
options for the timing of the next turn. (For instance, a next speaker could simply
ignore the syncopation and continue according to prior timing. Or a next speaker
could miss the next beat altogether, perhaps causing the rhythm to break down.)
What this caller opts for, however, is to create a new, faster rhythmic pattern based
on the timing of the moderator’s accents on hello and Fenella by placing her next
accents on hello, spoke and night accordingly. In rhythmic notation this can be shown
as follows:

(5”) Rhythmic analysis of Fenella McNally opening
1 M: let’s /'see how we do in /
/'Staleybridge, Fe-/

/'nella McNally; /
/'hi.

5 F: hel-/
/'1lo!

M: hel-/

/'lo: Fe- / (faster)
/'nella,

10 F: hel-/
/'lo; we /

/'spoke last/
/'night. hehn

The transitions in this exchange can thus be reconstructed as smooth due to the fact
that each turn onset is rhythmically well-timed with respect to the prior turn.

Rhythmic coordination of this sort requires a fine sensing of timing on the part of
participants. Unaccented syllables before the first accent of a new turn must be timed
so that the first accent falls on the beat. Sometimes just a fraction of a second delay is
necessary between turns in order to make the synchronization work. In fact, there are
tiny micropauses at each of the transitions here, which suggests that speakers are
timing their turn onsets rhythmically. In other words, they are not coming in at the
earliest possible moment in time but at the earliest possible rhythmic moment in time.
The micropauses are scarcely noticeable because they help maintain the regular rhythm
rather than destroy it.

Now examine a case where transition timing is less successful:

(6) Brain Teaser: Sexy Nora
1 M: so I think we’ll kick off;
with er -
sexy Nora;
who lives in Heaton Chapel.
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5 hi!
- N: (0.7) hi.
M: hi!

how are you Nora?

N: oh hello. heh
10 M: he- hello,
N: hello!
M: hello!
you’re on the radio!
N: well that was a surprise.
15 M: surprise surprise.

In this opening the moderator also provides his caller with a clear rhythmic beat at
the end of his first turn by regularly timing his accents on sexy, lives, and hi."”” But she
misses his cue. Her /i in line 6 is too late to coincide with the beat he has established:

(6’) Rhythmic analysis of Sexy Nora opening
1 M: so I 'think we’ll kick off;

with er -
/'sexy Nora; who /
/'lives in 'Heaton 'Chapel./
5 /'hil
N: (0.7) 'hi. (late)

As the subsequent development of talk here shows, the fact that Nora misses the
moderator’s cue creates a minor interactional “incident”: the greeting sequence gets
recycled twice, and accounts are offered on both sides for what has happened -
you're on the radio (line 13) and well that was a surprise (line 14). Thus the hitch in turn
transition in (6) can be reconstructed as rhythmic ill-timing: the caller’s return of
greeting is late with respect to the rhythm and timing established in prior talk.”

An appreciation of how crucial minor timing mishaps in turn transition can be for
the order of interaction now casts a new light on what happened in fragment (4):

(4) Brain Teaser: Sexy Sharon
1 M: then we go to Hardwick. (.)
and there we get -
(.) h sexy Sharon.
hit

5 C: (0.4) ©°hello® -
- M: {1} ©°hello°® -
how are you Sharon -
C: ©°all right [thanks®©
M: [oh: Tcheer up dear,
10 C: he hh
M: Cheer up;

for goodness sake;
don’t- don’t put me in a bad mood;
at (.) one o’clock;
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A rhythmic analysis of this opening reveals that Sharon too misses the timing cues in
the moderator’s first turn. He sets up a well-defined rhythm with accents on sexy,
Sharon, and hi, but she comes in too late:

(4") Rhythmic analysis of Sexy Sharon opening
1 M: and there we get -

(.) h /'sexy /
/'Sharon. /
/dnit

5 C: (0.4) °hel'lo® - (late)

In sum, it is the fact that transition timing is off as much as the fact that Sharon’s
pitch is perceived as low which cues the moderator’s inference that she is not cheer-
ful. This fragment thus provides a concrete example of how prosodic contextualization
cues cluster and jointly make interpretive frames relevant.

What provisional conclusions can be drawn about the way prosodic contextualization
cues — here: onset, register, and rhythm — work in discourse? Onset and register have
in common that they work to create a rudimentary sort of global structure: both are
ways to format a TCU such that it will be heard as either prosodically matching or
prosodically contrasting with surrounding TCUs. If matching, this may be interpret-
able structurally as, roughly speaking, continuing something that has already been
started; if contrasting, it may be interpretable as doing something which is discon-
nected from what has gone before. Where the shift is to high, the structural inference
may be that something new is beginning; where it is to low, that something is being
subordinated. (On occasion, where sequential location and verbal content make a
particular register or onset formatting expectable for a given TCU, the strategic avoid-
ance of that format will cue the opposite interpretation.) Rhythm on the other hand is
more of an equalizer: it pulls together units of different sizes and scope in an integrat-
ive fashion and sets them off from parts of surrounding talk which are rhythmically
nonintegrated or which are patterned differently. What all three prosodic contextual-
ization cues appear to have in common, however, is that they can have a structural
(i.e. “system”-related) or an actional (i.e. “ritual”-related) interpretation, depending
on the sequential context in which they occur and the syntactic-semantic content of
the TCUs they are designed for.

4 Looking Far Ahead

To conclude, what are some of the directions prosodic research might take in the
more distant future?

First, as the analysis of fragment (4) above suggests, volume needs to be looked at
more closely. It will very likely turn out to be a prosodic contextualization cue like
intonation and timing which is locally invoked and strategically deployed both within
and across speaking turns. Just as with pitch, where the declination unit defines upper
and lower gridlines within which pitch events are located, so a loudness declination
unit will arguably need to be postulated within which loudness events are located
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(see also Pittenger et al. 1960 and Laver 1994). Whether loudness declination is coextens-
ive with pitch declination is an open question. Moreover, how loudness declination is
handled across turns requires investigation: Goldberg (1978) suggests that amplitude
may shift or reset at structural points in discourse organization just as pitch has been
shown to do.

Second and more significantly, paralinguistic voice-quality effects require invest-
igation (see also Pike 1945; Trager 1958; Pittenger et al. 1960). This step of course goes
not only beyond the intonation phrase and beyond intonation but beyond prosody
altogether. Yet it is a logical step if one’s goal is to reconstruct the vocal cues which
contextualize language. Just as the same interpretive frame can be cued by pitch and
timing at once, so it can also be cued by paralinguistic voice quality. Voice quality has
often been thought of as resulting from the natural or habitual setting of laryngeal
and supralaryngeal musculature in the vocal tract (Laver 1980). Yet speakers can and
do assume different voice qualities at will. Some of those which appear to be deployed
strategically in everyday English conversation are nasal voice, breathy voice, creaky
voice, “smiley” voice, whisper, and falsetto. Others can and surely will be found on
closer investigation. Here too the question must be: what resources do speakers have
at their disposal? And how are these resources deployed in cueing interaction? The
answers must be sensitive to possible sociolinguistic and sociocultural variation, but
above all grounded in conversational interaction.

NOTES

1 I am grateful nonetheless to Wally 4 Excluded from this survey are
Chafe, Jack Du Bois, and Sandy corpus-linguistic studies of discourse,
Thompson for listening to an early many of which take intonation into
version of this chapter at the consideration without making it the
Linguistics Colloquium, University focus of investigation.
of California at Santa Barbara, and 5 “Grammar” being understood loosely
talking through the ideas with me. enough to include speech acts.
I bear full responsibility for not 6 As does a fortiori Steedman (1991).
taking their advice when I should 7 Nor is Ann’s onset in line 52 as high
have. as in line 23, where she is perceived

2 Outside of linguistics, on the other as starting high.
hand, it was generally acknowledged 8 Subsequent talk confirms that
as a prime metacommunicative device Janet knows not only that Jane has
in face-to-face interaction. See e.g. recently gone back to Tanzania but
Bateson et al. (n.d.) and Pittenger also why.
et al. (1960) for two early attempts 9 In addition, some analysts recognize
to capture it on paper and describe the narrowing or widening of a
its import. speaker’s register as significant

3 Menn and Boyce (1982) was an early departures from the norm
attempt to link quantified (see Pittenger et al. 1960).
measurements of voice pitch with 10  Occasionally nonadjacent accented

discourse structure. syllables also mark off rhythmic
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intervals; see (6) below for an
example of this.

11 Left-hand slashes are placed before
the accented syllables creating a
rhythmic beat and are aligned
underneath one another on the
page to indicate regular timing.
Right-hand slashes give a rough
indication of tempo, or how close
together/far apart the beats come
in time.

12 Notice that the accents on Heaton
Chapel are disregarded in the interest
of a higher-level rhythmic pattern
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Final pitch falling to low from high starting point

One line One intonation phrase
First word capitalized High onset (= full declination reset)
[Line

[Line Overlapped utterances
Line=

=Line Latched utterances

Line. Final pitch falling to low
Line!

Line; Final pitch falling slightly
Line - Final level pitch

Line, Final pitch rising slightly
Line? Final pitch rising to high

{1} Low register
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{h}

{acc}
{dec}
TWord
IWord
Wo::rd
Word-
WORD
°word®
'word
/'word
/'word
/'word
h)

(gh)
.hhh
hhh
(word)
©

(1.0)

High register

Accelerando

Decelerando

Noticeable step-up in pitch
Noticeable step-down in pitch
Lengthened sound or syllable
Cut-off sound or syllable
Loud volume

Soft volume

Accent or stress

/

/

Rhythmic patterning of accents
Breathiness

Gutteralness

Inbreath

Outbreath

Unsure transcription

Brief pause

Measured pause



2 Cohesion and Texture

J. R MARTIN

0 Beyond the Clause

In this chapter I will outline a modular perspective on text organization, which places
cohesion analysis within a broader framework for analyzing discourse. Cohesion is
one part of the study of texture, which considers the interaction of cohesion with other
aspects of text organization. Texture, in turn, is one aspect of the study of coherence,
which takes the social context of texture into consideration. The goal of discourse
analysis in this tradition is to build a model that places texts in their social contexts
and looks comprehensively at the resources which both integrate and situate them.

Cohesion can be defined as the set of resources for constructing relations in
discourse which transcend grammatical structure (Halliday 1994: 309). The term is
generally associated with research inspired by Halliday (1964) and Hasan (1968)
in systemic functional linguistics (hereafter SFL) and by Gleason (1968) in Hartford-
based stratificational linguistics.! Halliday and Hasan (1976) is the canonical study
in the former tradition, Gutwinski (1976) in the latter. Gutwinski draws on work by
Halliday and by Hasan, and later SFL work by Martin (1992) was influenced by
Gleason — so there has been a fruitful exchange of ideas across theories in this field. In
section 1 below I will review the early work on cohesion analysis; then, in section 2,
I will consider the next generation of research in this area, from the perspective of
Australian SFL (for a complementary line of development see Winter 1982; Hoey
1983, 1991a; Jordan 1984).

Cohesion is one aspect of the study of texture, which can be defined as the process
whereby meaning is channeled into a digestible current of discourse “instead of spill-
ing out formlessly in every possible direction” (Halliday 1994: 311). Alongside cohesion,
this process involves the text-forming resources of grammar and phonology” — for
example, Theme and New in English (Davies 1989, 1992; Halliday 1994). Cohesion
will be reconsidered in relation to texture in section 2.

Texture is one aspect of the study of coherence, which can be thought of as the pro-
cess whereby a reading position is naturalized by texts for listener/readers. Alongside
texture, this process involves understandings and expectations about the social con-
text a text dynamically construes. In SFL, social context is modeled through register
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and genre theory (Halliday 1978; Halliday and Hasan 1985; Martin 1992; Christie and
Martin 1997). Texture will be reconsidered in relation to social context in section 3.

All three variables — cohesion, texture, and coherence — will be illustrated from the
children’s story Piggybook by A. Brown. Section 1 looks at traditional approaches to
cohesion as nonstructural resources for textual organization. Then in section 2, a more
semantic perspective on cohesion in relation to texture is presented. Subsequently, in
section 3, the social motivation of texture is considered.

1 Cohesion

Early work on cohesion was designed to move beyond the structural resources of
grammar and consider discourse relations which transcend grammatical structure.
Halliday (e.g. 1973: 141) modeled cohesion as involving nonstructural relations above
the sentence, within what he refers to as the textual metafunction (as opposed to
ideational and interpersonal meaning). In Halliday and Hasan (1976) the inventory of
cohesive resources was organized as:

e reference

e ellipsis

e substitution

® conjunction

e lexical cohesion.

Gutwinski (1976: 57) develops a closely related framework, including these resources
(and in addition grammatical parallelism).

Reference refers to resources for referring to a participant or circumstantial element
whose identity is recoverable. In English the relevant resources include demonstratives,
the definite article, pronouns, comparatives, and the phoric adverbs here, there, now,
then. Ellipsis refers to resources for omitting a clause, or some part of a clause or
group, in contexts where it can be assumed. In English conversation, rejoinders are
often made dependent through omissions of this kind: Did they win? — Yes, they did.
Some languages, including English, have in addition a set of place holders which can
be used to signal the omission — e.g. so and not for clauses, do for verbal groups, and
one for nominal groups. This resource of place holders is referred to as substitution.’
Reference, ellipsis, and substitution involve small, closed classes of items or gaps,
and have accordingly been referred to as grammatical cohesion (e.g. Hasan 1968;
Gutwinski 1976).

Also included as grammatical cohesion is the typically much larger inventory of
connectors which link clauses in discourse, referred to as conjunction. For Halliday
and Hasan (1976) this resource comprises linkers which connect sentences to each
other, but excludes paratactic and hypotactic (coordinating and subordinating) linkers
within sentences, which are considered structural by Halliday. Gutwinski, however,
includes all connectors, whether or not they link clauses within or between sentences.
This difference reflects in part a territorial dispute over how much work the grammar
is expected to do in discourse analysis (see also Schiffrin, this volume).
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The complement of grammatical cohesion involves open system items, and so is
referred to as lexical cohesion. Here the repetition of lexical items, synonymy or
near-synonymy (including hyponymy), and collocation are included. Collocation was
Firth’s (1957) term for expectancy relations between lexical items (e.g. the mutual
predictability of strong and tea, but not powerful and tea).

The relationship between a cohesive item and the item it presupposed in a text is
referred to as a cohesive tie. Gutwinski (1976) contrasts the different kinds of cohesive
tie that predominate in writing by Hemingway and James, with Hemingway depend-
ing more on lexical cohesion than does James. Halliday and Hasan (1976) provide a
detailed coding scheme for analyzing cohesive ties, which takes into account the
distance between a cohesive item and the item presupposed. This framework prompted
a number of researchers to ask questions about the relationship between cohesive ties
and evaluations of text as coherent or not (Rochester and Martin 1979; Fine et al.
1989), proficient or not (Hartnett 1986; Olson and Johnson 1989; Yang 1989), maturing
or not (Martin 1983a; Chapman 1983; Nelson and Levy 1987; Pappas 1987), context
dependent or not (Hawkins 1977), and so on. In general, the interpretation of patterns
of cohesive ties depended in each study on the register, as had been predicted by
Halliday and Hasan (1976: 23):

The concept of cohesion can therefore be usefully supplemented by that of register,
since the two together effectively define a text. A text is a passage of discourse
which is coherent in these two regards: it is coherent with respect to the context of
situation, and therefore consistent in register; and it is coherent with respect to itself,
and therefore cohesive.

As reiterated by Halliday (1994: 339), for a text to be coherent “it must deploy the
resources of cohesion in ways that are motivated by the register of which it is an
instance.”*

2 Discourse Semantics

As noted in section 1, from the perspective of grammar, cohesion was positioned as a
set of nonstructural resources in the textual metafunction. Later work concentrated
on the semantics of these cohesive resources and their relation to discourse struc-
ture. Martin (1992) worked on reformulating the notion of cohesive ties as dis-
course semantic structure, inspired by the text-oriented conception of semantics of
the Hartford stratificationalists (Gleason 1968; Gutwinski 1976) with whom he studied
in Toronto. In his stratified account, cohesion was reformulated as a set of discourse
semantic systems at a more abstract level than lexicogrammar, with their own meta-
functional organization. Halliday’s nonstructural textual resources were thus reworked
as semantic systems concerned with discourse structure, comprising:

¢ identification
* negotiation

¢ conjunction

¢ ideation.
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Identification is concerned with resources for tracking participants in discourse.
This system subsumes earlier work on referential cohesion in a framework which
considers the ways in which participants are both introduced into a text and kept
track of once introduced. In addition, the ways in which phoric items depend’ on
preceding or succeeding co-text, on assumed understandings, or on other relevant
phenomena (images, activity, materiality, etc.) are considered. The questions addressed
are similar to those pursued in Du Bois (1980) and Fox (1987).°

Negotiation is concerned with resources for exchange of information and of goods
and services in dialog. This system subsumes some of the earlier work on ellipsis
and substitution in a framework which considers the ways in which interlocutors
initiate and respond in adjacency pairs. Drawing on earlier work at Birmingham
(e.g. Sinclair and Coulthard 1975) and Nottingham (e.g. Berry 1981), a framework
for exchanges consisting of up to five moves was developed, alongside provision
for tracking and challenging side-sequences (Ventola 1987). This work is closely
related to studies in conversation analysis (CA) but with a stronger grammatical
orientation (such as that canvassed in Ochs et al. 1996). Eggins and Slade (1997)
introduce ongoing SFL research in this area, in relation to wider questions of dis-
course structure and social context (Coulthard 1992 updates the Birmingham-based
work).

Conjunction is concerned with resources for connecting messages, via addition,
comparison, temporality, and causality. This system subsumes earlier work on link-
ing between clauses in a framework which considers, in addition, the ways in which
connections can be realized inside a clause through verbs, prepositions, and nouns
(e.g. result in, because of, reason). Drawing on Gleason (1968) a framework for analysing
internal” (pragmatic/rhetorical) and external (semantic/propositional) conjunctive
relations was proposed, including the possibility of connections realized simply by
the contiguity of messages (i.e. links unmarked by an explicit connector). This work is
closely related to studies of relations between propositions in discourse by Longacre
(e.g. 1976) and to rhetorical structure theory (RST) as developed by Mann, Matthiessen,
and Thompson (e.g. 1992; Fox 1987).

Ideation is concerned with the semantics of lexical relations as they are deployed to
construe® institutional activity. This system subsumes earlier work on lexical cohesion
in a framework which considers the ways in which activity sequences and taxonomic
relations (of classification and composition) organize the field of discourse (Benson
and Greaves 1992). Drawing on Hasan (1985), a framework for a more detailed account
of lexical relations was proposed — including repetition, synonymy, hyponymy, and
meronymy; in addition, collocation was factored out into various kinds of “nuclear”
relation, involving elaboration, extension, and enhancement (as developed by Halliday
1994 for the clause complex). This work is closely related to the detailed studies of
lexical relations in discourse by Hoey (1991a), Francis (1985), and Winter (1977), and
to work on the development of an ideational semantics by Halliday and Matthiessen
(1999).

The result of these reformulations is a semantic stratum of text-oriented resources
dedicated to the analysis of cohesive relations as discourse structure. Once stratified
with respect to lexicogrammar, these resources can be aligned with metafunctions in
the following proportions:
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* identification textual meaning

* negotiation interpersonal meaning
® conjunction logical’ meaning

* ideation experiential meaning.

In a stratified model of this kind the study of texture amounts to the study of pat-
terns of interaction among discourse semantics, lexicogrammar, and phonology/
graphology in realization.

As far as this interaction is concerned, research has concentrated on the dis-
course structure in relation to experiential grammar (cohesive harmony) and in rela-
tion to textual grammar (method of development). Some discussion of discourse
in relation to information structure and intonation (point) and in relation to inter-
personal grammar (modal responsibility) is presented in Martin (1992), but will not
be developed here (Halliday and Martin 1993; Martin 1995).

Cohesive harmony and method of development will be briefly illustrated with
respect to the Orientation stage of Piggybook (Brown 1989):

[1] Mr Piggott lived with his two sons, Simon and Patrick, in a nice house
with a nice garden, and a nice car in the nice garage. Inside the house was his
wife.

“Hurry up with the breakfast, dear,” he called every morning, before he went off
to his very important job.

“Hurry up with the breakfast, Mum,” Simon and Patrick called every morning,
before they went off to their very important school.

After they left the house, Mrs Piggott washed all the breakfast things . . . made all
the beds . .. vacuumed all the carpets . .. and then she went to work.

“Hurry up with the meal, Mum,” the boys called every evening, when they came
home from their very important school.

“Hurry up with the meal, old girl,” Mr Piggott called every evening, when he
came home from his very important job.

As soon as they had eaten, Mrs Piggott washed the dishes...washed the
clothes . . . did the ironing . .. and then she cooked some more.

[One evening when the boys got home from school there was no one to greet
them...]

As far as identification is concerned this Orientation includes the following reference
chains (in order of appearance):

Mr Piggott-his-his-he-he-his-they'>-Mr Piggott-he-his-they . . .

a nice house-the house-the nice garage''-the beds-the carpets . . .

the breakfast-the breakfast-the breakfast things . . .

his two sons-Simon/Patrick-Simon /Patrick-they-their-they-the boys-they-
their-they . ..

his wife-dear-Mum-Mrs Piggott-she-Mum-old girl-Mrs Piggott-she.. . .

the meal-the meal-the dishes-the clothes-the ironing . ..
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As far as ideation is concerned, the Orientation in addition includes the following
lexical strings (based on repetition, synonymy, co/hyponymy, co/meronymy in this
field of discourse):

Mr-sons-wife-dear-Mum-Mrs-Mum-boys-girl-Mr-Mrs . . .
nice-nice-nice-nice . . .
house-garden-car-garage-house-house-beds-carpets . . .
every-every-all-all-all-every-every . . .
morning-morning-evening-evening . . .
important-important-important-important . . .

hurry up with-hurry up with-hurry up with-hurry up with-cooked . ..
breakfast-breakfast-breakfast-meal-meal . . .
dishes-clothes-ironing . . .

called-called-called-called . . .

went off-went off-left-went-came home-came home.. ..
job-school-work-school-job . . .

washed-made-vacuumed . . .

In cohesive harmony analysis we are asking how strings and chains interact as far
as experiential grammar is concerned (Hasan 1984, 1985). For example, at group rank
the “nice” string and the “house” string are related through nominal group structure as
Epithet to Thing: nice house, nice garden, nice car, nice garage. Similarly, at clause rank,
the “calling” string is related to the “time of day” string as Process to Circumstance:
called every morning, called every morning, called every evening, called every evening. Hasan
defines interaction as taking place when two or more members of a string or chain
relate in the same way to two or more members of another string or chain. Space
does not permit an exhaustive analysis of cohesive harmony in text 1 here. However,
since this is a feminist narrative, let us look briefly at cohesive harmony in relation
to gender.

To simplify things, we will look simply at what the family does. Mrs Piggott’s
activity is outlined in table 2.1." To make this analysis work effectively it is important
to lexically render the text — that is, to make explicit all of the ellipsis and substitution
so that points of interaction are not missed. From this display we can see that Mrs
Piggott’s identity chain interacts with two activity strings (cooking and cleaning),
which in turn interact with domestic strings (“chores”). By definition, her identity
chain does not interact with moving or work, since it relates to this activity (i.e. going
to work) only once.

The boys on the other hand interact with verbal instructions every morning and
evening; and with motion to and from work and school. The only thing they do not
interact with at this stage of the story is eating (see table 2.2).

From this kind of analysis we can begin to access the construal of power relations
in the story. At this stage only Mrs Piggott is agentive, and she affects only things
inside the home. The boys on the other hand are not agentive; they do not transform
or create anything inside the home but simply shout, come and go, and eat. The next
phase of the narrative begins with Mrs Piggott leaving home, forcing the boys to try
and act (unsuccessfully) on domestic goods; after a period of suffering she returns
(I wonder why?), the boys become successfully agentive inside the home, and Mrs
Piggott ends up outside mending the car.
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Table 2.1 Mrs Piggott’s activities (in sequence)

Agent (actor) Process (range) Medium (goal) Circumstance
[Mrs Piggott]® hurry up with" the breakfast

[Mrs Piggott] hurry up with the breakfast

Mrs Piggott washed all the breakfast things

[Mrs Piggott] made all the beds

[Mrs Piggott] vacuumed all the carpets

she went to work
[Mrs Piggott] hurry up with the meal

[Mrs Piggott] hurry up with the meal

Mrs Piggott washed the dishes

[Mrs Piggott] washed the clothes

[Mrs Piggott] did the ironing

she cooked some more

Table 2.2 Mr Piggott and the boys” activities (regrouped)

Agent (actor) Process (range) Medium (goal) Circumstance
he (Mr P) called every morning
Simon and Patrick called every morning
the boys called every evening
Mr Piggott called every evening
he (Mr P) went off to his...job
they (S and P) went off to their . . . school
they (Mr P/S/P) left the house

they (Mr P/S/P) came (home)™ from . . . school
he (Mr P) came (home) from . .. job
they Mr P/S/P) had eaten

For Hasan, the purpose of cohesive harmony analysis is to provide a measure of
the coherence of a text. She defines peripheral tokens as meanings in the text which
do not participate in identity chains or lexical strings, relevant tokens as meanings
which do so participate, and central tokens as relevant tokens which interact (as
illustrated above). She then suggests that:

¢ the lower the proportion of peripheral to relevant tokens, the more coherent a text

is likely to be;

¢ the higher the proportion of central tokens to noncentral ones (i.e. of interacting
to noninteracting relevant tokens), the more coherent a text is likely to be.
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She also raises the issue of breaks in the overall pattern of interaction in a text,
such as that which occurs in Piggybook when Mrs Piggott leaves home — obviously
her identity chain does not interact much until she returns. Breaks of this kind may
of course simply reflect the genre of a text as its moves from one stage to the next.
As long as they are generically motivated, such breaks will not be felt as disruptive.
However, it is likely that generically unmotivated breaks in string/chain inter-
action will affect coherence. Hasan’s technology for measuring coherence has been
taken up by a number of scholars; see especially Pappas (1985) on children’s stories,
Parsons (1990, 1991) on scientific texts, and Yang (1989) (cf. Hoey 1991b and Martin
1992 on nuclear relations for closely related approaches to cohesion and coherence)."
To the extent that scholars feel that readers’ feeling about the coherence of a text
is something that needs to be quantified, cohesive harmony is an effective, though
labour-intensive, tool.

Note that cohesive harmony analysis is incomplete in various respects as an
analysis of texture. For one thing it does not draw on conjunction analysis, so that
temporal organization in text 1 is elided. But the point of the Orientation is to
establish a habitual sequence of activity, through a series of messages that are either
explicitly or implicitly related to each other with respect to temporal progression
(explicit connections underlined, implicit connections in square brackets):

“Hurry up with the breakfast, dear,” he called every morning,
before he went off to his very important job.
[before/after/while?"]

“Hurry up with the breakfast, Mum,” Simon and Patrick called every morning,
before they went off to their very important school.

[later]

After they left the house,

Mrs Piggott washed all the breakfast things . . .

[then] made all the beds.. ..

[then] vacuumed all the carpets. ..

and then she went to work.

[later]

“Hurry up with the meal, Mum,” the boys called every evening,
when they came home from their very important school.
[before/after/while?]

“Hurry up with the meal, old girl,” Mr Piggott called every evening,
when he came home from his very important job.

[later]

As soon as they had eaten,

Mrs Piggott washed the dishes. . .

[then] washed the clothes . ..

[then] did the ironing . ..

and then she cooked some more.

Nor does cohesive harmony analysis consider negotiation,' which is relevant to the
projected demands to hurry up in text 1 and the implied compliance by Mum. Nor
is method of development, point, or modal responsibility considered. So while it
has been proven a remarkably sensitive technique for measuring coherence, cohesive
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harmony analysis is not an adequate analysis of coherence, since in performing such
analysis so many relevant parameters of texture can be aside.

Turning to the analysis of method of development, analysts are concerned with the
interaction of identification and ideation with information flow in clause grammar,
in particular Halliday’s concept of Theme (which in English is realized via sequence,
in clause-initial position). The canonical study is Fries (1981), who introduces the
term (for a survey of recent work inspired by his seminal paper see Ghadessy 1995).
Following Halliday (1994), Piggybook opens with an unmarked Theme, Mr Piggott; the
next Theme is a marked one — a circumstantial item setting the story inside the house:

Mr Piggott lived with his two sons, Simon and Patrick, in a nice house with a nice
garden, and a nice car in the nice garage. Inside the house was his wife.

As far as participants are concerned this establishes the story’s perspective on its
field, which is overwhelmingly masculine. Mr Piggott is selected as Theme in 21
messages and his sons in 18; Mrs Piggott on the other hand is Theme in just 8 messages.
This moral tale, in other words, is aimed at men.

Subsequently the Orientation unfolds in parallel waves (cf. Hymes 1995). The method
of development iterates as follows:"”

"

Hurry up with the breakfast, dear,”
he called every morning,
before he went off to his very important job.
Hurry up with the breakfast, Mum,”
Simon and Patrick called every morning,
before they went off to their very important school.
After they left the house,
Mrs Piggott washed all the breakfast things . ..
[ 1 made all the beds. ..
[ ] vacuumed all the carpets . . .
and then she went to work.

1"

"

Hurry up with the meal, Mum,”
the boys called every evening,
when they came home from their very important school.
Hurry up with the meal, old girl,”
Mr Piggott called every evening,
when he came home from his very important job.
As soon as they had eaten,
Mrs Piggott washed the dishes. ..
[ ] washed the clothes. ..
[ ] did the ironing . ..
and then she cooked some more.

"

Read globally, we have a cycle of morning activity followed by an evening one.
Both cycles consist of three further cycles, two by the boys and one by Mum. Within
the boys’ cycles, Theme selection takes us from the quoted command (Hurry up with)
to the commander (he, Simon and Patrick, the boys, Mr Piggott), temporally related to
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movers (before he, before they, when they, when he). For Mum’s cycles, Theme selec-
tion takes us through a temporal transition (after they, as soon as they) to Mum work-
ing (Mrs Piggott — three times, twice ellipsed), extended temporally to Mum working
some more (and then she). Overall then, the method of development in this part
of the text takes us twice from the command to the boys, to Mum. The angle on the
field this pattern constructs is that of domestic activity, verbally instigated by the boys
and undertaken by Mum. Theme selections thus construe a method of development
which foregrounds the division of labour in the home which the story works to
deconstruct.

We will have to cut off our close reading of this text here. The main point we
are focusing on at this stage is the sense in which cohesion is simply one aspect of
texture, which has to be understood with respect to the interaction of identification,
negotiation, conjunction, and ideation with each other and with the lexicogrammatical
and phonological systems through which they are realized. Space also precludes a
discussion of grammatical metaphor (Halliday and Martin 1993; Halliday 1994), which
is a critical resource for catalyzing this interaction. Put simply, grammatical metaphor
is a resource for grammatically reconstruing meanings as alternative wordings. Note
for example the movement from a verbal to a more nominal construal of phenomena
in the following series (Halliday and Martin 1993: 56):

(the question of how) glass cracks, (the stress needed to) crack glass, (the mechan-
ism by which) glass cracks, as a crack grows, the crack has advanced, will make
slow cracks grow, speed up the rate at which cracks grow, the rate of crack growth,
we can increase the crack growth rate 1,000 times. . .

What starts out as a process ends up as a participant, through an accumulating
process of nominalization. Examples such as these underscore the power of grammar
to construe and reconstrue participants in discourse (alongside realizing them) and
shows the importance of adopting dynamic perspectives on texture which complement
the synoptic accounts fossilized in tables, diagrams, counting, statistical analysis, and
the like (Martin 1985).

Can we have texture without cohesion? Yes, providing our examples are short
enough and carefully selected enough (cf. the two-sentence constructed example
and excerpts presented as evidence in Brown and Yule 1983: 196). But in naturally
occurring texts of more than a couple of clauses, some manifestation of cohesion is
overwhelmingly the norm, even in discourse felt by listeners to be incoherent (cf.
Rochester and Martin 1979 on thought-disordered schizophrenia).

3 Modeling Social Context: Register and Genre

To this point we have considered cohesive resources in relation to other aspects of
text organization, and the contribution such texture makes to our sense that a text
hangs together — its coherence. Can we have coherence without texture? Yes again,
providing our examples are short and carefully excerpted — and providing we can
access the social context of such examples. This brings us to the question of modeling
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Table 2.3 Types of meaning in relation to social context

“Reality construal” Contextual variable
Interpersonal Social reality Tenor
Ideational (logical, experiential) “Natural” reality Field
Textual Semiotic reality Mode

social context in a functional theory which looks at what cohesion is realizing along-
side the ways in which it is realized. In SFL social context is modeled through register
and genre theory. Following Halliday (e.g. 1978), a natural relation is posited between
the organization of language and the organization of social context, built up around
the notion of kinds of meaning. Interpersonal meaning is related to the enactment
of social relations (social reality) — tenor; ideational meaning is related to the con-
struction of institutional activity (“naturalized reality”) — field; and textual meaning
is related to information flow across media (semiotic reality) — mode. A summary of
these correlations is outlined in table 2.3.

Following Martin (1992), field is concerned with systems of activity, including
descriptions of the participants, process, and circumstances these activities involve.
For illustrative work see Rose et al. (1992), Halliday and Martin (1993), and Martin
and Veel (1998). Tenor is concerned with social relations, as these are enacted through
the dimensions of power and solidarity. For relevant work on tenor see Poynton
(1985) and Iedema (1995). Mode is concerned with semiotic distance, as this is affected
by the various channels of communication through which we undertake activity
(field) and simultaneously enact social relations (tenor). For exemplary work on mode
in print and electronic media see Iedema et al. (1994); for differences between speech
and writing, see Halliday (1985).

In these terms, as far as Piggybook is concerned, the mode is written monologue,
supported by images; the field, broadly speaking, is domestic activity; and the tenor
involves adult-to-child narration about changing tenor relations in the Piggott family.
The register motivates the patterns of cohesion in the text and their realization in
turn through lexicogrammar. For example, its mode is reflected in the density of the
lexical strings, which are denser than speaking but not so dense as more abstract
writing; its tenor is reflected in direct imperative commands, implied compliance and
patriarchal vocatives (dear, Mum, old girl); its field is reflected in the cohesive harmony
and conjunctive sequencing analysis presented above.

Martin (1992) refers to the system of tenor, field, and mode collectively as register.”
Technically, the relation of texture to register is termed “realization”, which by defini-
tion implies that interpersonal, ideational, and textual meaning construe, are con-
strued by, and over time reconstrue and are reconstrued by tenor, field, and mode.
Realization in other words is a dialectical process whereby language and social context
coevolve.

Following Martin (1992), an additional level of context, above and beyond tenor,
field, and mode, has been deployed — referred to as genre. This level is concerned
with systems of social processes, where the principles for relating social processes
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Genre//

' Metaredundancy
Register/ (realization)

Ideational

Language

Figure 2.1 Metafunctions in relation to register and genre

to each other have to do with texture — the ways in which field, mode, and tenor
variables are phased together in a text. In Australian educational linguistics, genres
have been defined as staged, goal-oriented social processes (e.g. Martin et al. n.d.), a
definition which flags the way in which most genres take more than a single phase to
unfold, the sense of frustration or incompletion that is felt when phases do not unfold
as expected or planned, and the fact that genres are addressed (i.e. formulated with
readers and listeners in mind), whether or not the intended audience is immediately
present to respond. In these terms, as a level of context, genre represents the system
of staged, goal-oriented social processes through which social subjects in a given
culture live their lives. An overview of this stratified model of context is presented in
figure 2.1; this image includes Lemke’s (e.g. 1995) notion of metaredundancy, whereby
more abstract levels are interpreted as patterns of less abstract ones — thus register is
a pattern of linguistic choices, and genre a pattern of register choices (i.e. a pattern
of a pattern of texture). For further discussion see Christie and Martin (1997), Eggins
and Martin (1977), Martin (1992, 1999), and Ventola (1987).

In terms of genre, Piggybook belongs to the narrative family of cultural practices (for
relevant SFL research see Martin 1996b, 1997; Martin and Plum 1997; Rothery 1994).
We analyzed the first phase of the narrative, its Orientation, above; this is followed
by two phases in which equilibrium is disturbed. In the first, Mrs Piggott leaves home
and the boys have to fend for themselves. In the second, their attempts to restore
order create even more disequilibrium, to the point where they are rooting around as
pigs for scraps on the floor; at which point Mrs Piggott arrives home (casting her
shadow across the page in the relevant image). As predicted by Labov and Waletzky



Cohesion and Texture 47

(1967), the two crises of disruption are signaled by strongly evaluative language —
first You are pigs, then P-L-E-A-S-E come back.

Beyond texture, then, we have the coherence deriving from the social context a text
simultaneously realizes and construes. We read the text with respect to our expecta-
tions about the field of domestic activity, the evolving tenor of gender relations,
and the nature of verbiage-to-image relations in children’s books. And beyond this
we read the text as a story, which in this case we recognize as a moral tale (related to
fables, parables, exempla, and gossip; Eggins and Slade 1997). The genre phases field,
tenor, and mode parameters together into a text with a message. It has been care-
fully designed to nudge along the redistribution of power across genders in western
culture — to naturalize us into a reading position that interprets cohesion in relation
to texture, and texture in relation to genre.

As readers, we may of course resist this positioning; or respond tactically, by
refusing to read the text globally in a way that takes as many meanings as possible
and their integration into account (e.g. simply snickering at the images and “piggy”
lexis as the boys turn into swine: pigsty—squealed—grunted—root around—snorted—snuffled).
But as discourse analysts we have a responsibility to build a model that accounts as
fully as possible for the position that is naturalized, and this means building a model
that places texts in their social contexts and looks comprehensively at the discourse
semantics, lexicogrammar, and phonology (or graphology) that realize them.

4 Cohesion, Texture, and Coherence

In this chapter I have outlined a modular perspective on text, which places cohesion
analysis within a broader framework® for analyzing discourse. Following Martin
(1992), I described the ways in which cohesion can be recontextualized as dis-
course semantics (identification, negotiation, conjunction, ideation). Subsequently,
the study of texture was briefly reviewed, drawing attention to work on patterns
of interaction among discourse semantic, lexicogrammatical, and phonological sys-
tems (cohesive harmony, method of development, point, and modal responsibility).
Finally, I approached coherence from the perspective of social context, suggesting
that texture is motivated by tenor, field, and mode, and the way in which genre
phases these register variables together into a trajectory of meanings that naturalizes
a reading position for reader/listeners.

From an SFL perspective, I expect that in the future our understandings of
cohesion, texture, and coherence will be enhanced by further work on cohesion in
relation to other modules (both linguistic and social) — so that our sense of how the
social motivates patterns of cohesion is improved. I expect some of these patterns
to emerge, as recurrent units of discourse structure somewhere between what we
currently understand as genre structure and clause structure. Early work on phase
(e.g. Gregory 1995) and rhetorical units (Cloran 1995) has been encouraging in this
respect. Heeding Firth (1957), however, it may be that a good deal of this kind of
structure will turn out to be specific to particular registers, and not something we
will choose to generalize across social contexts.
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NOTES

For related European perspectives, see 10
de Beaugrande and Dressler (1981).

For related work on cohesion and
intonation see Gumperz et al. (1984). 11
Ellipsis and substitution are

sometimes treated as a single resource

(e.g. Halliday 1994). From the

perspective of English, ellipsis is
substitution by zero; more generally,
looking across languages, it might be

better to think of substitution as 12
ellipsis (signaled) by something.

It is more than obvious from 13
quotations such as these that Halliday

and Hasan did not equate cohesion 14
with coherence; cf. Brown and Yule 15

(1983: 190-201).

For definitions of “phora” terms

(e.g. anaphora, cataphora, endophora,
exophora, homophora) see Martin

(1992). 16
For work on cohesion in other

languages other than English see Aziz
(1988); Callow (1974); Martin (1983).

The terms “internal” and “external”

are from Halliday and Hasan (1976),

van Dijk (e.g. 1977) opposes 17
pragmatic to semantic relations. The
contrast is between He came, because I

just saw him (internal = “why I'm

saying he came”) and He came because

I saw him and told him to

(external = “why he came”). 18
I use the term “construe” to place
emphasis on the role texts play in

making meaning (knowledge if you

will) and thus constructing social

context (reality if you must); cf.

Halliday and Matthiessen (1999).

In SFL the ideational metafunction
includes two subcomponents, the
experiential and the logical;

experiential meaning is associated

with orbital structure (mononuclear),

and logical meaning with serial 19
structure (multinuclear); Martin (1996).

The father-and-son chains join at
times through they, included in each
chain at this stage of the analysis.
An example of bridging (Clark and
Haviland 1977; Martin 1992): the
garage, the bed, and the carpets are
bridged from the house (predictable
contents), as the clothes and the
ironing are later on from the dishes
(predictable chores).

Experiential clause functions from
Halliday (1994).

Ellipsed participants rendered in
square brackets.

Treated as a phrasal verb.

Arguably home is a circumstance of
location; but in the absence of either
deixis or a preposition I have taken
it as a specification of the process
here.

Fries (1992) discusses the influence
of cohesive harmony on the
interpretation of words,
demonstrating the dialectic between
global and local features in the
texturing of discourse.

Note that one of the advantages of
implicit conjunction is that it is
underspecified; we can read the
connection here in various ways — as
succeeding, preceding, or possibly
simultaneous.

In the framework being developed
here Brown and Yule’s (1983: 196)
There’s the doorbell. — I'm in the bath.
would be analyzed through
conjunction as involving implicit
internal concession (“although you're
telling me to answer the door, I can’t
because I'm in the bath”), and
through negotiation as involving an
indirect command followed by a
challenging rejoinder justifying
noncompliance.

This text, and children’s stories in
general, foreground the cohesive
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agency of grammatical parallelism
(as suggested in Gutwinski 1976;
Hasan 1985).

20 Halliday and Hasan (e.g. 1985)
prefer the terms “context of culture’
for these systems and “context of
situation” for their instantiation,
reserving the term “register” for the
pattern of linguistic choices put at
risk from one context of situation
to another (for discussion see
Matthiessen 1993).

,
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3 Discourse Markers:
Language, Meaning,
and Context

DEBORAH SCHIFFRIN

0 Introduction

The production of coherent discourse is an interactive process that requires speakers
to draw upon several different types of communicative knowledge that complement
more code-based grammatical knowledge of sound, form, and meaning per se. Two
aspects of communicative knowledge closely related to one another are expressive and
social: the ability to use language to display personal and social identities, to convey
attitudes and perform actions, and to negotiate relationships between self and other.
Others include a cognitive ability to represent concepts and ideas through language
and a textual ability to organize forms, and convey meanings, within units of language
longer than a single sentence.

Discourse markers — expressions like well, but, oh and y’know — are one set of
linguistic items that function in cognitive, expressive, social, and textual domains.'
Although there were scattered studies of discourse markers in the 1980s, their study
since then has abounded in various branches of linguistics and allied fields, leading
Fraser (1998: 301) to call discourse marker analysis “a growth market in linguistics.”
Markers have been studied in a variety of languages, including Chinese (Biq 1990;
Kwong 1989; Or 1997), Danish (Davidsen-Nielsen 1993), Finnish (Hakulinen and
Seppanen 1992; Hakulinen 1998), French (Cadiot et al. 1985; Hansen 1998; Vincent
1993), German (W. Abraham 1991), Hebrew (Ariel 1998; Maschler 1997, 1998; Ziv
1998), Hungarian (Vasko 2000), Indonesian (Wouk 2000), Italian (Bazzanella 1990;
Bruti 1999), Japanese (Cook 1990, 1992; Fuji 2000; Matsumoto 1988; Onodera 1992,
1995), Korean (Park 1998), Latin (Kroon 1998), Mayan (Brody 1989; Zavala in press),
Portuguese (Silva and de Macedo 1992), and Spanish (Koike 1996; Schwenter 1996; see
also section 3 below). They have been examined in a variety of genres and interactive
contexts, for example, narratives (Norrick forthcoming; Koike 1996; Segal et al. 1991),
political interviews (Wilson 1993), health care consultations (Heritage and Sorjonen
1994), games (Greaseley 1994; Hoyle 1994), computer-generated tutorial sessions (Moser
and Moore 1995), newspapers (Cotter 1996a), radio talk (Cotter 1996b), classrooms
(de Fina 1997; Chaudron and Richards 1986; Tyler et al. 1988), and service encounters
(Merritt 1984), as well as in a number of different language contact situations (Cotter
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1996b; de Fina 2000; Gupta 1992; Heisler 1996; Maschler 1994; Sankoff et al. 1997).
Synchronic studies have been supplemented by diachronic analyses of first (Andersen
1996; Andersen et al. 1995; Gallagher and Craig 1987; Jisa 1987; Kyratzis et al. 1990;
Kryatzis and Ervin-Tripp 1999; Sprott 1992, 1994) and second language acquisition
(Flowerdew and Tauroza 1995), as well as language change (Brinton 1996, ch. 7
this volume; Finell 1989; Fleischman 1999; Fludernik 1995; Jucker 1997; Stein 1985;
Taavitsainen 1994; Traugott 1995).

The studies just mentioned have approached discourse markers from a number of
different perspectives. After reviewing three influential perspectives (section 1) and
presenting a sample analysis (section 2), I summarize a subset of recent studies that
have provided a rich and varied empirical base that reveals a great deal about how
discourse markers work and what they do (section 3). My conclusion revisits one of
the central dilemmas still facing discourse marker research (section 4).

1 Discourse Markers: Three Perspectives

Perspectives on markers differ in terms of their basic starting points, their defini-
tion of discourse markers, and their method of analysis. Here I describe Halliday
and Hasan’s (1976) semantic perspective on cohesion (section 1.1); next is my own
discourse perspective (Schiffrin 1987a (section 1.2)); third is Fraser’s (1990, 1998) prag-
matic approach (section 1.3). I have chosen these approaches not only because they
have been influential, but because their differences (section 1.4) continue to resonate
in current research.

1.1 Markers and cohesion

Halliday and Hasan'’s (1976) seminal work on cohesion in English provided an import-
ant framework for analyzing text by addressing a basic question stemming from
the very inception of discourse analysis: what makes a text different from a random
collection of unrelated sentences? Although Halliday and Hasan did not speak directly
of discourse markers, their analysis of cohesion (based primarily on written texts)
included words (e.g. and, but, because, I mean, by the way, to sum up) that have since
been called markers and suggested functions for those words partially paralleling
those of markers.

Halliday and Hasan propose that a set of cohesive devices (reference, repetition,
substitution, ellipsis, and conjunction) help create a text by indicating semantic relations
in an underlying structure of ideas (see Martin, this volume). A range of expressions
(including, but not limited to, conjunctions) conveys conjunctive relations. Whereas
most cohesive features establish cohesion through anaphoric or cataphoric ties to the
text, conjunctive items “express certain meanings which presuppose the presence of
other components in the discourse” (Halliday and Hasan 1976: 236).

The meanings conveyed by conjunctive items are relatively straightforward:
additive, adversative, causal, and temporal. Within these general meanings, however,
are specific subtypes: a causal relation, for example, includes general causal (with
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simple and emphatic subtypes), and specific causal (with reason, result, and purpose
subtypes). Each (sub)type of cohesive meaning can be conveyed through a variety of
words: a general causal simple conjunctive relation, for example, can be conveyed
through so, then, hence, and therefore. Multiplicity is found not just in a FUNCTION (e.g.
causal relation) — FORM (e.g. so, hence) direction, but also in a FORM — FUNCTION
direction. Thus a single word [FOrRM] can convey more than one conjunctive relation
[FuncTION]: then, for example, can convey temporal, causal, and conditional relations,
between clauses (cf. Biq 1990; Hansen 1997; Schiffrin 1992).

Whereas many analyses of conjunctions argue for either a simple semantic inter-
pretation or a set of polysemous meanings (e.g. Posner 1980), Halliday and Hasan
allow variation in the degree to which meaning results from the semantics of a
word itself or from the propositions in a text. For example, although and is a texture-
creating device that can contribute an additive meaning, its meaning can also reflect
the semantic content of a text: thus, if and prefaces an upcoming proposition whose
meaning contrasts with that of a prior proposition, and would then convey an
adversative relation (comparable to but and on the other hand).

Just as contributions to meaning can vary in source — word meaning and/or pro-
positions — so too, meanings can fluctuate between “external” and “internal” sources.
External meaning is “inherent in the phenomena that language is used to talk
about” (Halliday and Hasan 1976: 241); it is roughly analogous to referential meaning
and the domain of semantics. Internal meaning is nonreferential pragmatic meaning;:
it is “inherent in the communicative process” (1976: 241), e.g. the speaker’s choice
of speech role, rhetorical channel, attitude (1976: 240). Rather than separate external
and internal meanings, however, Halliday and Hasan posit a continuity. The additive
meaning of and, for example, may be viewed “as an extension of the underlying
patterns of conjunction into the communication situation itself, treating it, and thereby
also the text . .. as having by analogy the same structure as ‘reality’” (1976: 267).

Although meaning can be reshuffled — between word and propositions, between
internal and external sources — the boundary between sentence and text is less per-
meable. The systemic-functional grammar in which Halliday and Hasan’s analysis is
located draws a sharp distinction between sentence and text: thus, the structural role
of words like and (to coordinate clauses at a sentential level) is qualitatively different
from its cohesive role (to mark interpretive dependencies between propositions, and
thus create texture).

1.2 Markers and discourse

My analysis of discourse markers (Schiffrin 1987a) was motivated by several concerns.
From a sociolinguistic perspective, I was interested in using methods for analyzing
language that had been developed by variation theory to account for the use and
distribution of forms in discourse. This interest, however, was embedded within
my view of discourse not only as a unit of language, but as a process of social inter-
action (see Heller, Schegloff, both this volume). My analysis thus tried to reconcile
both methodology (using both quantitative and qualitative methods) and underlying
models (combining those inherited from both linguistics and sociology). Unifying
the analysis was the desire to account for the distribution of markers (which markers
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occurred where? why?) in spoken discourse in a way that attended to both the
importance of language (what was the form? its meaning?) and interaction (what was
going on — at the moment of use — in the social interaction?).

My initial work (Schiffrin 1987a) defined discourse markers as sequentially depend-
ent elements that bracket units of talk (1987a: 31), i.e. nonobligatory utterance-initial
items that function in relation to ongoing talk and text. I proposed that discourse
markers could be considered as a set of linguistic expressions comprised of members
of word classes as varied as conjunctions (e.g. and, but, or), interjections (oh), adverbs
(now, then), and lexicalized phrases (yknow, I mean). Also proposed was a discourse
model with different planes: a participation framework, information state, ideational
structure, action structure, exchange structure. My specific analyses showed that
markers could work at different levels of discourse to connect utterances on either a
single plane (1) or across different planes (2). In (1a) and (1b), for example, because
connects actions and ideas respectively. In (1a), because connects a request (to complete
a task) and the justification for the request:

(1) a. Yeh, let's get back, because she’ll never get home.
In (1b), because connects two idea units or representations of events:
(1) b. And they holler Henry!!! Cause they really don’t know!®

In (2), however, but connects an utterance defined on several different planes simul-
taneously, and hence relates the different planes to one another:

(2) Jack:  [The rabbis preach, [“Don’t intermarry”
Freda: [But I did- [But I did say those intermarriages
that we have in this country are healthy.

Freda’s but prefaces an idea unit (“intermarriages are healthy”), displays a participation
framework (nonaligned with Jack), realizes an action (a rebuttal during an argument),
and seeks to establish Freda as a current speaker in an exchange (open a turn at talk).
But in (2) thus has four functions that locate an utterance at the intersection of four
planes of talk.

Another aspect of my analysis showed that markers display relationships that are
local (between adjacent utterances) and/or global (across wider spans and/or struc-
tures of discourse; cf. Lenk 1998). In (3), for example, because (in (d)) has both local
and global functions (example from Schiffrin 1994b: 34, discussed also in Schiffrin 1997):

(3) Debby: a. Well some people before they go to the doctor, they talk to a friend,
or a neighbor.

Is there anybody that uh. ..

Sometimes it works!

Because there’s this guy Louie Gelman.

he went to a big specialist,

and the guy ... analyzed it wrong.

[narrative not included]

0. So doctors are — well they’re not God either!

Henry:

me a0 o
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In (3), because has a local function: it opens a justification (that takes the form of a brief
(three-clause) narrative about a friend’s experience) through which Henry supports
his claim to a general truth (going to someone other than a doctor works, i.e. can
help a medical problem). But notice that Henry then follows this justification with
a longer (eight-clause) narrative detailing his friend’s experience. Thus, because also
has a global function: because links Sometimes it works (defined retrospectively as an
abstract) with a narrative (whose coda is initiated with the complementary discourse
marker so also functioning at a global level).

Also considered in my analysis was the degree to which markers themselves add 